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These lectures consisted of an elementary introduction to conformal field

theory, with some applications to statistical mechanical systems, and fewer to

string theory. They were given to a mixed audience of experts and beginners

(more precisely an audience roughly 35% of which was alleged to have had no

prior exposure to conformal field theory, and a roughly equal percentage alleged

to be currently working in the field), and geared in real time to the appropriate

level. The division into sections corresponds to the separate (1.5 hour) lectures,

except that 7 and 8 together stretched to three lectures, and I have taken the

liberty of expanding some rushed comments at the end of 9.

It was not my intent to be particularly creative in my presentation of the

material, but I did try to complement some of the various introductory treat-

ments that already exist. Since these lectures were given at the beginning of

the school, they were intended to be more or less self-contained and generally

accessible. I tried in all cases to emphasize the simplest applications, but not to

duplicate excessively the many review articles that already exist on the subject.
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More extensive applications to statistical mechanical models may be found in J.

Cardy’s lectures in this volume, given concurrently, and many string theory ap-

plications of conformal field theory were covered in D. Friedan’s lectures, which

followed. The standard reference for the material of the first three sections is

[1]. Some of the review articles that have influenced the presentation of the

early sections are listed in [2]. A more extensive (physicist-oriented) review of

affine Kac-Moody algebras, discussed here in section 9, may be found in [3].

Throughout I have tried to include references to more recent papers in which

the interested reader may find further references to original work. Omitted

references to relevant work are meant to indicate my prejudices rather than my

ignorance in the subject.

I am grateful to the organizers and students at the school for insisting on

the appropriate level of pedagogy and for their informative questions, and to

P. di Francesco and especially M. Goulian for most of the answers. I thank

numerous participants at the conformal field theory workshop at the Aspen

Center for Physics (Aug., 1988) for comments on the manuscript, and thank S.

Giddings, G. Moore, R. Plesser, and J. Shapiro for actually reading it. Finally

I acknowledge the students at Harvard who patiently sat through a dry run

of this material (and somewhat more) during the spring of 1988. This work

was supported in part by NSF contract PHY-82-15249, by DOE grant FG-

84ER40171, and by the A. P. Sloan foundation.

1. Conformal theories in d dimensions

Conformally invariant quantum field theories describe the critical behavior

of systems at second order phase transitions. The canonical example is the

Ising model in two dimensions, with spins σi = ±1 on sites of a square lat-

tice. The partition function Z =
∑

{σ} exp(−E/T ) is defined in terms of the

energy E = −ε∑〈ij〉 σiσj , where the summation 〈ij〉 is over nearest neighbor

sites on the lattice. This model has a high temperature disordered phase (with

the expectation value 〈σ〉 = 0) and a low temperature ordered phase (with

〈σ〉 6= 0). The two phases are related by a duality of the model, and there is
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a 2nd order phase transition at the self-dual point. At the phase transition,

typical configurations have fluctuations on all length scales, so the field theory

describing the model at its critical point should be expected to be invariant at

least under changes of scale. In fact, critical theories are more generally invari-

ant under the full conformal group, to be introduced momentarily. In three or

more dimensions, conformal invariance does not turn out to give much more

information than ordinary scale invariance. But in two dimensions, the confor-

mal algebra becomes infinite dimensional, leading to significant restrictions on

two dimensional conformally invariant theories, and perhaps ultimately giving

a classification of possible critical phenomena in two dimensions.

Two dimensional conformal field theories also provide the dynamical vari-

able in string theory. In that context conformal invariance turns out to give

constraints on the allowed spacetime (i.e. critical) dimension and the possible

internal degrees of freedom. A classification of two dimensional conformal field

theories would thus provide useful information on the classical solution space

of string theory, and might lead to more propitious quantization schemes.

1.1. Conformal group in d dimensions

We begin here with an introduction to the conformal group in d-dimensions.

The aim is to exhibit the constraints imposed by conformal invariance in the

most general context. In section 2 we shall then restrict to the case of two

dimensional Euclidean space, which will be the focus of discussion for the re-

mainder.

We consider the space Rd with flat metric gµν = ηµν of signature (p, q)

and line element ds2 = gµν dx
µdxν . Under a change of coordinates, x→ x′, we

have gµν → g′µν(x
′) = ∂xα

∂x′µ
∂xβ

∂x′ν gαβ(x). By definition, the conformal group is

the subgroup of coordinate transformations that leaves the metric invariant up

to a scale change,

gµν(x) → g′µν(x
′) = Ω(x) gµν(x) . (1.1)

These are consequently the coordinate transformations that preserve the angle

v · w/(v2w2)1/2 between two vectors v, w (where v · w = gµνv
µwν). We note
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that the Poincaré group, the semidirect product of translations and Lorentz

transformations of flat space, is always a subgroup of the conformal group since

it leaves the metric invariant (g′µν = gµν).

The infinitesimal generators of the conformal group can be determined by

considering the infinitesimal coordinate transformation xµ → xµ + εµ, under

which

ds2 → ds2 + (∂µεν + ∂νεµ)dx
µdxν .

To satisfy (1.1) we must require that ∂µεν + ∂νεµ be proportional to ηµν ,

∂µεν + ∂νεµ =
2

d
(∂ · ε)ηµν , (1.2)

where the constant of proportionality is fixed by tracing both sides with ηµν .

Comparing with (1.1) we find Ω(x) = 1 + (2/d)(∂ · ε). It also follows from (1.2)

that
(
ηµν + (d− 2)∂µ∂ν

)
∂ · ε = 0 . (1.3)

For d > 2, (1.2) and (1.3) require that the third derivatives of ε must

vanish, so that ε is at most quadratic in x. For ε zeroth order in x, we have

a) εµ = aµ, i.e. ordinary translations independent of x.

There are two cases for which ε is linear in x:

b) εµ = ωµν x
ν (ω antisymmetric) are rotations,

and

c) εµ = λxµ are scale transformations.

Finally, when ε is quadratic in x we have

d) εµ = bµ x2 − 2xµ b · x, the so-called special conformal transformations.

(these last may also be expressed as x′µ/x′2 = xµ/x2 + bµ, i.e. as an inversion

plus translation). Locally, we can confirm that the algebra generated by aµ∂µ,

ωµνε
ν∂µ, λx · ∂, and bµ(x2∂µ − 2xµx · ∂) (a total of p + q + 1

2 (p + q)(p +

q − 1) + 1 + (p + q) = 1
2 (p + q + 1)(p + q + 2) generators) is isomorphic to

SO(p + 1, q + 1) (Indeed the conformal group admits a nice realization acting

on Rp,q, stereographically projected to Sp,q, and embedded in the light-cone of

Rp+1,q+1.).

5

Integrating to finite conformal transformations, we find first of all, as ex-

pected, the Poincaré group

x→ x′ = x+ a

x→ x′ = Λ x (Λµν ∈ SO(p, q))
(Ω = 1) . (1.4a)

Adjoined to it, we have the dilatations

x→ x′ = λx (Ω = λ−2) , (1.4b)

and also the special conformal transformations

x→ x′ =
x+ bx2

1 + 2b · x+ b2x2

(
Ω(x) = (1 + 2b · x+ b2x2)2

)
. (1.4c)

Note that under (1.4c) we have x′2 = x2/(1+2b ·x+b2x2), so that points on the

surface 1 = 1+2b ·x+ b2x2 have their distance to the origin preserved, whereas

points on the exterior of this surface are sent to the interior and vice-versa.

(Under the finite transformation (1.4c) we also continue to have x′µ/x′2 =

xµ/x2 + bµ.)

1.2. Conformal algebra in 2 dimensions

For d = 2 and gµν = δµν , (1.2) becomes the Cauchy-Riemann equation

∂1ε1 = ∂2ε2 , ∂1ε2 = −∂2ε1 .

It is then natural to write ε(z) = ε1 + iε2 and ε(z) = ε1 − iε2, in the complex

coordinates z, z = x1 ± ix2. Two dimensional conformal transformations thus

coincide with the analytic coordinate transformations

z → f(z) , z → f(z) , (1.5)

the local algebra of which is infinite dimensional. In complex coordinates we

write

ds2 = dz dz →
∣∣∣∣
∂f

∂z

∣∣∣∣
2

dz dz , (1.6)

and have Ω = |∂f/∂z|2.
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To calculate the commutation relations of the generators of the conformal

algebra, i.e. infinitesimal transformations of the form (1.5), we take for basis

z → z′ = z + εn(z) z → z′ = z + εn(z) (n ∈ Z) ,

where

εn(z) = −zn+1 εn(z) = −zm+1 .

The corresponding infinitesimal generators are

`n = −zn+1∂z `n = −zn+1∂z (n ∈ Z) . (1.7)

The `’s and `’s are easily verified to satisfy the algebras

[
`m, `n

]
= (m− n)`m+n

[
`m, `n

]
= (m− n)`m+n , (1.8)

and [`m, `n] = 0. In the quantum case, the algebras (1.8) will be corrected to

include an extra term proportional to a central charge. Since the `n’s commute

with the `m’s, the local conformal algebra is the direct sum A ⊕ A of two

isomorphic subalgebras with the commutation relations (1.8).

Since two independent algebras naturally arise, it is frequently useful to

regard z and z as independent coordinates. (More formally, we would say

that since the action of the conformal group in two dimensions factorizes into

independent actions on z and z, Green functions of a 2d conformal field theory

may be continued to a larger domain in which z and z are treated as independent

variables.) In terms of the original coordinates (x1, x2) ∈ R2, this amounts to

taking instead (x1, x2) ∈ C2, and then the transformation to z, z coordinates

is just a change of variables. In C2, the surface defined by z = z∗ is the ‘real’

surface on which we recover (x, y) ∈ R2. This procedure allows the algebra

A ⊕ A to act naturally on C2, and the ‘physical’ condition z = z∗ is left to

be imposed at our convenience. The real surface specified by this condition is

preserved by the subalgebra of A⊕A generated by `n+`n and i(`n−`n). In the

sections that follow, we shall frequently use the independence of the algebras

A and A to justify ignoring anti-holomorphic dependence for simplicity, then

reconstruct it afterwards by adding terms with bars where appropriate.
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We have been careful thus far to call the algebra (1.8) the local conformal

algebra. The reason is that the generators are not all well-defined globally on

the Riemann sphere S2 = C ∪∞. Holomorphic conformal transformations are

generated by vector fields

v(z) = −
∑

n

an`n =
∑

n

an z
n+1∂z .

Non-singularity of v(z) as z → 0 allows an 6= 0 only for n ≥ −1. To investigate

the behavior of v(z) as z → ∞, we perform the transformation z = −1/w,

v(z) =
∑

n

an

(
− 1

w

)n+1(
dz

dw

)−1

∂w =
∑

n

an

(
− 1

w

)n−1

∂w .

Non-singularity as w → 0 allows an 6= 0 only for n ≤ 1. We see that only the

conformal transformations generated by an`n for n = 0,±1 are globally defined.

The same considerations apply to anti-holomorphic transformations.

In two dimensions the global conformal group is defined to be the group of

conformal transformations that are well-defined and invertible on the Riemann

sphere. It is thus generated by the globally defined infinitesimal generators

{`−1, `0, `1} ∪ {`−1, `0, `1}. From (1.7) and (1.4) we identify `−1 and `−1 as

generators of translations, `0 + `0 and i(`0 − `0) respectively as generators of

dilatations and rotations (i.e. generators of translations of r and θ in z = reiθ),

and `1, `1 as generators of special conformal transformations. The finite form

of these transformations is

z → az + b

cz + d
z → a z + b

c z + d
, (1.9)

where a, b, c, d ∈ C and ad−bc = 1). This is the group SL(2,C)/Z2 ≈ SO(3, 1),

also known as the group of projective conformal transformations. (The quotient

by Z2 is due to the fact that (1.9) is unaffected by taking all of a, b, c, d to minus

themselves.) In SL(2,C) language, the transformations (1.4) are given by

translations :

(
1 B
0 1

)

dilatations :

(
λ 0
0 λ−1

)
rotations :

(
eiθ/2 0

0 e−iθ/2

)

special conformal :

(
1 0
C 1

)
,
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where B = a1 + ia2 and C = b1 − ib2.

The distinction encountered here between global and local conformal

groups is unique to two dimensions (in higher dimensions there exists only

a global conformal group). Strictly speaking the only true conformal group in

two dimensions is the projective (global) conformal group, since the remaining

conformal transformations of (1.5) do not have global inverses on C ∪∞. This

is the reason the word algebra rather than the word group appears in the title

of this subsection.

The global conformal algebra generated by {`−1, `0, `1}∪{`−1, `0, `1} is also

useful for characterizing properties of physical states. Suppose we work in a

basis of eigenstates of the two operators `0 and `0, and denote their eigenvalues

by h and h respectively. Here h and h are meant to indicate independent (real)

quantities, not complex conjugates of one another. h and h are known as the

conformal weights of the state. Since `0 + `0 and i(`0− `0) generates dilatations

and rotations respectively, the scaling dimension ∆ and the spin s of the state

are given by ∆ = h + h and s = h − h. In later sections, we shall generalize

these ideas to the full quantum realization of the algebra (1.8).

1.3. Constraints of conformal invariance in d dimensions

We shall now return to the case of an arbitrary number of dimensions

d = p + q and consider the constraints imposed by conformal invariance on

the N -point functions of a quantum theory. In what follows we shall prefer to

employ the jacobian,

∣∣∣∣
∂x′

∂x

∣∣∣∣ =
1√

det g′µν
= Ω−d/2 , (1.10)

to describe conformal transformations, rather than directly the scale factor Ω

of (1.1). For dilatations (1.4b) and special conformal transformations (1.4c),

this jacobian is given respectively by

∣∣∣∣
∂x′

∂x

∣∣∣∣ = λd and

∣∣∣∣
∂x′

∂x

∣∣∣∣ =
1

(1 + 2b · x+ b2x2)d
. (1.11)

9

We define a theory with conformal invariance to satisfy some straightfor-

ward properties:

1) There is a set of fields {Ai}, where the index i specifies the different

fields. This set of fields in general is infinite and contains in particular the

derivatives of all the fields Ai(x).

2) There is a subset of fields {φj} ⊂ {Ai}, called “quasi-primary”, that

under global conformal transformations, x→ x′ (i.e. elements of O(p+1, q+1)),

transform according to

φj(x) →
∣∣∣∣
∂x′

∂x

∣∣∣∣
∆j/d

φj(x
′) , (1.12)

where ∆j is the dimension of φj (the 1/d compensates the exponent of d in

(1.10)). The theory is then covariant under the transformation (1.12), in the

sense that the correlation functions satisfy

〈
φ1(x1) . . . φν(xn)

〉

=

∣∣∣∣
∂x′

∂x

∣∣∣∣
∆1/d

x=x1

· · ·
∣∣∣∣
∂x′

∂x

∣∣∣∣
∆n/d

x=xn

〈
φ1(x

′
1) . . . φn(x′n)

〉
.

(1.13)

3) The rest of the {Ai}’s can be expressed as linear combinations of the

quasi-primary fields and their derivatives.

4) There is a vacuum |0〉 invariant under the global conformal group.

The covariance property (1.13) under the conformal group imposes severe

restrictions on 2- and 3-point functions of quasi-primary fields. To identify in-

dependent invariants on which N -point functions might depend, we construct

some invariants of the conformal group in d dimensions. Ordinary translation

invariance tells us that an N -point function depends not on N independent

coordinates xi, but rather only on the differences xi−xj (d(N−1) independent

quantities). If we consider for simplicity spinless objects, then rotational invari-

ance furthermore tells us that for d large enough, there is only dependence on

the N(N − 1)/2 distances rij ≡ |xi − xj |. (As we shall see, for a given N -point

function in low enough dimension, there will automatically be linear relations

among coordinates that reduce the number of independent quantities.) Next,
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imposing scale invariance (1.4b) allows dependence only on the ratios rij/rkl.

Finally, since under the special conformal transformation (1.4c), we have

|x′1 − x′2|2 =
|x1 − x2|2

(1 + 2b · x1 + b2x2
1)(1 + 2b · x2 + b2x2

2)
, (1.14)

only so-called cross-ratios of the form

rij rkl
rik rjl

(1.15)

are invariant under the full conformal group. The number of independent cross-

ratios of the form (1.15), formed from N coordinates, is N(N−3)/2 [4]. (To see

this, use translational and rotational invariance to describe the N coordinates

as N − 1 points in a particular N − 1 dimensional subspace, thus characterized

by (N − 1)2 independent quantities. Then use rotational, scale, and special

conformal transformations of the N −1 dimensional conformal group, a total of

(N−1)(N−2)/2+1+(N−1) parameters, to reduce the number of independent

quantities to N(N − 3)/2.)

According to (1.13), the 2-point function of two quasi-primary fields φ1,2

in a conformal field theory must satisfy

〈
φ1(x1)φ2(x2)

〉
=

∣∣∣∣
∂x′

∂x

∣∣∣∣
∆1/d

x=x1

∣∣∣∣
∂x′

∂x

∣∣∣∣
∆2/d

x=x2

〈
φ1(x

′
1)φ2(x

′
2)
〉
. (1.16)

Invariance under translations and rotations (1.4a) (for which the jacobian is

unity) forces the left hand side to depend only on r12 ≡ |x1 − x2|. Invariance

under the dilatations x→ λx then implies that

〈
φ1(x1)φ2(x2)

〉
=

C12

r∆1+∆2
12

,

where C12 is a constant determined by the normalization of the fields. Finally,

using the special conformal transformation (1.14) for r12 and (1.11) for its

jacobian, we find that (1.16) requires that ∆1 = ∆2 if c12 6= 0, and hence

〈
φ1(x1)φ2(x2)

〉
=





c12

r2∆12

∆1 = ∆2 = ∆

0 ∆1 6= ∆2 .
(1.17)
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The 3-point function is similarly restricted. Invariance under translations,

rotations, and dilatations requires

〈
φ1(x1)φ2(x2)φ3(x3)

〉
=
∑

a,b,c

Cabc

ra12 r
b
23 r

c
13

,

where the summation (in principle this could be an integration over a continuous

range) over a, b, c is restricted such that a + b + c = ∆1 + ∆2 + ∆3. Then

covariance under the special conformal transformations (1.4c) in the form (1.14)

requires a = ∆1 + ∆2 − ∆3, b = ∆2 + ∆3 − ∆1, and c = ∆3 + ∆1 − ∆2. Thus

the 3-point function depends only on a single constant C123,

〈
φ1(x1)φ2(x2)φ3(x3)

〉
=

C123

r∆1+∆2−∆3
12 r∆2+∆3−∆1

23 r∆3+∆1−∆2
13

. (1.18)

It might seem at this point that conformal invariant theories are rather

trivial since the Green functions thus far considered are entirely determined up

to some constants. The N -point functions for N ≥ 4, however, are not so fully

determined since they begin to have in general a dependence on the cross-ratios

(1.15). The 4-point function, for example, may take the more general form

G(4)(x1, x2, x3, x4) = F

(
r12 r34
r13 r24

,
r12 r34
r23 r41

)∏

i<j

r
−(∆i+∆j)+∆/3
ij , (1.19)

where F is an arbitrary function of the 4(4 − 3)/2 = 2 independent cross-

ratios, and ∆ =
∑4

i=1 ∆i. N -point functions in general are thus functions of

the N(N −3)/2 independent cross-ratios and global conformal invariance alone

cannot give any further information about these functions. In two dimensions,

however, the local conformal group provides additional constraints that we shall

study in the next section.

2. Conformal theories in 2 dimensions

2.1. Correlation functions of primary fields

We now apply the general formalism of section 1 to the special case of two

dimensions, as introduced in subsection 1.2. Recall from (1.6) that the line

element ds2 = dz dz transforms under z → f(z) as

ds2 →
(
∂f

∂z

)(
∂f

∂z

)
ds2 .
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We shall generalize this transformation law to the form

Φ(z, z) →
(
∂f

∂z

)h(
∂f

∂z

)h
Φ
(
f(z), f(z)

)
, (2.1)

where h and h are real-valued (and h again does not indicate the complex

conjugate of h). (2.1) is equivalent to the statement that Φ(z, z)dzhdzh is

invariant. It is similar in form to the tensor transformation property

Aµ...ν(x) →
∂x′α

∂xµ
· · · ∂x

′β

∂xν
Aα···β(x

′) ,

under x→ x′. In two dimensional complex coordinates, a tensor Φzzz...z z(z, z),

with m lower z indices and n lower z indices, would transform as (2.1) with

h = m, h = n.

The transformation property (2.1) defines what is known as a primary field

Φ of conformal weight (h, h). Not all fields in conformal field theory will turn

out to have this transformation property — the rest of the fields are known as

secondary fields. A primary field is automatically quasi-primary, i.e. satisfies

(1.12) under global conformal transformations. (A secondary field, on the other

hand, may or may not be quasi-primary. Quasi-primary fields are sometimes

also termed SL(2,C) primaries.). Infinitesimally, under z → z + ε(z), z →
z + ε(z), we have from (2.1)

δε,εΦ(z, z) =
((
h∂ε+ ε∂

)
+
(
h ∂ ε+ ε∂

))
Φ(z, z) , (2.2)

where ∂ ≡ ∂z .

Now the 2-point function G(2)(zi, zi) =
〈
Φ1(z1, z1)Φ2(z2, z2)

〉
is supposed

to satisfy the infinitesimal form of (1.13),

δε,εG
(2)(zi, zi) =

〈
δε,εΦ1,Φ2

〉
+
〈
Φ1, δε,εΦ2

〉
= 0 ,

giving the partial differential equation

((
ε(z1)∂z1 + h1∂ε(z1)

)
+
(
ε(z2)∂z2 + h2∂ε(z2)

)

+
(
ε(z1)∂z1 + h1∂ε(z1) + ε(z2)∂z2 + h2∂ε(z2)

))
G(2)(zi, zi) = 0 .

(2.3)
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Then paralleling the arguments that led to (1.17), we use ε(z) = 1 and

ε(z) = 1 to show that G(2) depends only on z12 = z1 − z2, z12 = z1 − z2; then

use ε(z) = z and ε(z) = z to require G(2) = C12/(z
h1+h2
12 zh1+h2

12 ); and finally

ε(z) = z2 and ε(z) = z2 to require h1 = h2 = h, h1 = h2 = h. The result is

that the 2-point function is constrained to take the form

G(2)(zi, zi) =
C12

z2h
12 z2h

12

. (2.4)

To make contact with (1.17), we consider bosonic fields with spin s = h−h = 0.

In terms of the scaling weight ∆ = h+ h, we see that (2.4) is equivalent to

G(2)(zi, zi) =
C12

|z12|2∆
.

The 3-point function G(3) = 〈Φ1Φ2Φ3〉 is similarly determined, by argu-

ments parallel to those leading to (1.18), to take the form

G(3)(zi, zi) = C123
1

zh1+h2−h3
12 zh2+h3−h1

23 zh3+h1−h2
13

· 1

zh1+h2−h3
12 zh2+h3−h1

23 zh3+h1−h2
13

,
(2.5)

where zij = zi− zj. As in (1.18), the 3-point function depends only on a single

constant. This is because three points z1, z2, z3 can always be mapped by a

conformal transformation to three reference points, say ∞, 1, 0, where we have

limz1→∞ z2h1
1 z2h1

1 G(3) = C123. The coordinate dependence for general z1, z2, z3

can be reconstructed by conformal invariance. For all fields taken to be spinless,

so that si = hi−hi = 0, (2.5) correctly reduces to (1.18) with ∆i = hi+hi and

rij = |zij |.
As in (1.19), the 4-point function, on the other hand, is not so fully deter-

mined just by conformal invariance. Global conformal invariance allows it to

take the form

G(4)(zi, zi) = f(x, x)
∏

i<j

z
−(hi+hj)+h/3
ij

∏

i<j

z
−(hi+hj)+h/3
ij , (2.6)
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where h =
∑4

i=1 hi, h =
∑4
i=1 hi. In (2.6) the cross-ratio x is defined as

x = z12z34/z13z24. (We note that this cross-ratio is annihilated by the dif-

ferential operator
∑4

i=1 ε(zi)∂zi so the analog of (2.3) leaves the function f

undetermined.) In two dimensions, the two cross-ratios of (1.19) are linearly

related (because 4 points constrained to be coplanar must satisfy an additional

linear relation). The six possible cross ratios of the form (1.15), constructed

from four zi’s, are given by

x =
z12z34
z13z24

, 1 − x =
z14z23
z13z24

,
x

1 − x
=
z12z34
z14z23

,

and their inverses. With respect to the argument that fixed the form of the

3-point function (2.5), we can understand the residual x dependence of (2.6)

by recalling that global conformal transformations only allow us to fix three

coordinates, so the best we can do is to take say z1, z2, z3, z4 = ∞, 1, x, 0.

In (2.4)–(2.6), the hi’s and hi’s are in principle arbitrary. Later on we

shall see how they may be constrained by unitarity. We shall also formulate

differential equations which, together with monodromy conditions, allow one in

principle to determine all the unknown functions (generalizing the f of (2.6))

for arbitrary N -point functions in a given theory.

2.2. Radial quantization and conserved charges

To probe more carefully the consequences of conformal invariance in a

two dimensional quantum field theory, we enter into some of the details of the

quantization procedure. We begin with flat Euclidean “space” and “time” co-

ordinates σ1 and σ0. In Minkowski space, the standard light-cone coordinates

would be σ0 ± σ1. In Euclidean space the analogs are instead the complex

coordinates ζ, ζ = σ0 ± iσ1. The two dimensional Minkowski space notions of

left- and right-moving massless fields become Euclidean fields that have purely

holomorphic or anti-holomorphic dependence on the coordinates. For this rea-

son we shall occasionally call the holomorphic and anti-holomorphic fields left-

and right-movers respectively. To eliminate any infrared divergences, we com-

pactify the space coordinate, σ1 ≡ σ1 +2π. This defines a cylinder in the σ1, σ0

coordinates.

15

Next we consider the conformal map ζ → z = exp ζ = exp(σ0 + iσ1)

that maps the cylinder to the complex plane coordinatized by z (see fig. 1.)

Then infinite past and future on the cylinder, σ0 = ∓∞, are mapped to the

points z = 0,∞ on the plane. Equal time surfaces, σ0=const, become circles

of constant radius on the z-plane, and time reversal, σ0 → −σ0, becomes z →
1/z∗. To build up a quantum theory of conformal fields on the z-plane, we

will need to realize the operators that implement conformal mappings of the

plane. For example dilatations, z → eaz, on the cylinder are just the time

translations σ0 → σ0 + a. So the dilatation generator on the conformal plane

can be regarded as the Hamiltonian for the system, and the Hilbert space is

built up on surfaces of constant radius. This procedure for defining a quantum

theory on the plane is known as radial quantization[5]. It is particularly useful

for two dimensional conformal field theory in the Euclidean regime since it

facilitates use of the full power of contour integrals and complex analysis to

analyze short distance expansions, conserved charges, etc. Our intuition for

manipulations in this scheme will frequently come from referring things back to

the cylinder.

σ1

σ0

z

Fig. 1. Map of the cylinder to the plane
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Symmetry generators in general can be constructed via the Noether pre-

scription. A d + 1 dimensional quantum theory with an exact symmetry

has an associated conserved current jµ, satisfying ∂µj
µ = 0. The conserved

charge Q =
∫
ddx j0(x), constructed by integrating over a fixed-time slice, gen-

erates, according to δεA = ε[Q,A], the infinitesimal symmetry variation in

any field A. In particular, local coordinate transformations are generated by

charges constructed from the stress-energy tensor Tµν , in general a symmetric

divergence-free tensor. In conformally invariant theories, Tµν is also trace-

less. This follows from requiring the conservation 0 = ∂ · j = T µµ of the

dilatation current jµ = Tµν x
ν (associated to the ordinary scale transforma-

tions xµ → xµ + λxµ). The current associated to other infinitesimal conformal

transformations is jµ = Tµν ε
ν , where εµ satisfies (1.2). This current as well

has an automatically vanishing divergence, ∂ · j = 1
2T

µ
µ(∂ · ε) = 0, due to the

traceless condition on Tµν .

To implement the conserved charges on the conformal z-plane, we introduce

the necessary complex tensor analysis. The flat Euclidean plane (gµν = δµν)

in complex coordinates z = x+ iy has line element ds2 = gµν dx
µdxν = dx2 +

dy2 = dz dz. The components of the metric referred to complex coordinate

frames are thus gzz = gz z = 0 and gzz = gzz = 1
2 , and the components of the

stress-energy tensor referred to these frames are Tzz = 1
4

(
T00 − 2iT10 − T11

)
,

Tz z = 1
4

(
T00 + 2iT10 − T11

)
, and Tzz = Tzz = 1

4

(
T00 + T11

)
= 1

4T
µ
µ. The

conservation law gαµ∂αTµν = 0 gives two relations, ∂zTzz + ∂zTzz = 0 and

∂zTz z + ∂zTzz = 0. Using the traceless condition Tzz = Tzz = 0, these imply

∂zTzz = 0 and ∂zTz z = 0 .

The two non-vanishing components of the stress-energy tensor

T (z) ≡ Tzz(z) and T (z) = Tz z(z)

thus have only holomorphic and anti-holomorphic dependences. We shall find

numerous properties of conformal theories on the z-plane to factorize similarly

into independent left and right pieces.
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It is natural to expect T and T , the remnants of the stress-energy tensor

in complex coordinates, to generate local conformal transformations on the z-

plane. In radial quantization, the integral of the component of the current

orthogonal to an “equal-time” (constant radius) surface becomes
∫
j0(x) dx →

∫
jr(θ) dθ. Thus we should take

Q =
1

2πi

∮ (
dz T (z)ε(z) + dz T (z)ε(z)

)
(2.7)

as the conserved charge. The line integral is performed over some circle of

fixed radius and our sign conventions are such that both the dz and the dz

integrations are taken in the counter-clockwise sense. Note that (2.7) is a formal

expression that cannot be evaluated until we specify what other fields lie inside

the contour.

The variation of any field is given by the “equal-time” commutator with

the charge (2.7),

δε,εΦ(w,w) =
1

2πi

∮ [
dz T (z) ε(z) , Φ(w,w)

]
+
[
dz T (z) ε(z) , Φ(w,w)

]
. (2.8)

Now products of operators A(z)B(w) in Euclidean space radial quantization are

only defined for |z| > |w|. (In general, recall that to continue any Minkowski

space Green function
〈
A1(x1, t1) . . . An(xn, tn)

〉

to Euclidean space, we let A(x, t) → eHτA(x, 0)e−Hτ , where t = iτ . In a theory

with energy bounded from below, the Euclidean space Green function

〈
A1(x1, 0)e−H(τ1−τ2)A2(x2, 0) . . . e−H(τn−1−τn)A(xn, 0)

〉

is guaranteed to converge only for operators that are time-ordered, i.e. for which

τj > τj+1. The analytic continuation of time-ordered Euclidean Green functions

then gives the desired solution to the Minkowski space equations of motion

on the cylinder. In a Euclidean space functional integral formulation, Green

functions

〈
φ1 . . . φn

〉
=

∫

ϕ

exp
(
−S[ϕ]

)
ϕ1 . . . ϕn

/∫

ϕ

exp
(
−S[ϕ]

)
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are computed in terms of dummy integration variables ϕ, which automatically

calculate the time-ordered (convergent) result.) Thus we define the radial or-

dering operation R as

R
(
A(z)B(w)

)
=

{
A(z)B(w) |z| > |w|
B(w)A(z) |z| < |w| (2.9)

(or with a minus sign for fermionic operators). This allows us to define the

meaning of the commutators in (2.8). The equal-time commutator of a local

operator A with the spatial integral of an operator B will become the contour

integral of the radially ordered product,
[∫
dxB,A

]
E.T.

→
∮
dz R

(
B(z)A(w)

)
.

In fig. 2 we have represented the contour integrations that we need to

perform in order to evaluate the commutator in (2.8). We see that the difference

combines into a single integration about a contour drawn tightly around the

point w. (The reader might derive further insight into the map (fig. 1) from

the cylinder to the plane by pulling back fig. 2 to the cylinder and seeing what

it looks like in terms of equal time σ0 contours.) We may thus rewrite (2.8) in

the form

δε,εΦ(w,w) =
1

2πi

(∮

|z|>|w|
−
∮

|z|<|w|

)(
dz ε(z)R

(
T (z)Φ(w,w)

)

+ dz ε(z)R
(
T (z)Φ(w,w)

))

=
1

2πi

∮ (
dz ε(z)R

(
T (z)Φ(w,w)

)
+ dz ε(z)R

(
T (z)Φ(w,w)

))

= h ∂ε(w)Φ(w,w) + ε(w)∂Φ(w,w)

+ h∂ε(w)Φ(w,w) + ε(w) ∂Φ(w,w) ,

where in the last line we have substituted the desired result, i.e. the result of the

transformation (2.1) in the case of infinitesimal f(z) = z + ε(z). In order that

the charge (2.7) induce the correct infinitesimal conformal transformations, we

infer that the short distance singularities of T and T with Φ should be

R
(
T (z)Φ(w, w̄)

)
=

h

(z − w)2
Φ(w,w) +

1

z − w
∂wΦ(w,w) + . . .

R
(
T (z)Φ(w,w)

)
=

h

(z − w)2
Φ(w,w) +

1

z − w
∂wΦ(w,w) + . . . .
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These short distance properties can be taken to define the quantum stress-

energy tensor. They are naturally realized by standard canonical definitions

of the stress-energy tensor in two dimensions (since they ordinarily result in

generators of coordinate transformations). In a moment, we shall confirm how

all of this works in some specific examples.

z
w

=−
z

w

z

w

Fig. 2. Evaluation of “equal-time” commutator on the conformal plane.

We see that the transformation law (2.1) for primary fields leads to a short

distance operator product expansion for the holomorphic and anti-holomorphic

stress-energy tensors, T and T , with a primary field. From now on we shall drop

the R symbol and consider the operator product expansion itself as a shorthand

for radially ordered products. The operator product expansion that defines the

notion of a primary field is abbreviated as

T (z)Φ(w, w̄) =
h

(z − w)2
Φ(w,w) +

1

z − w
∂wΦ(w,w) + . . .

T (z)Φ(w,w) =
h

(z − w)2
Φ(w,w) +

1

z − w
∂wΦ(w,w) + . . . ,

(2.10)

and encodes the conformal transformation properties of Φ. In the next section,

we shall see how operator product expansions are also equivalent to canonical

commutators of the modes of the fields.

We pause at this point to recall some of the standard lore concerning

operator product expansions[6]. In general, the singularities that occur when
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operators approach one another are encoded in operator product expansions of

the form

A(x)B(y) ∼
∑

i

Ci(x− y)Oi(y) , (2.11)

where the Oi’s are a complete set of local operators and the Ci’s are (singular)

numerical coefficients. Ordinarily (2.11) is an asymptotic expansion, but in a

conformal theory it has been argued to converge (since e−`/|z−w| type terms

that would be expected if the series did not converge require a dimensional

parameter `, absent in a conformal field theory). For operators of fixed scaling

dimension d in (2.11), we can determine the coordinate dependence of the Ci’s

by dimensional analysis to be Ci ∼ 1/|x− y|dA+dB−dOi .

In two dimensional conformal field theories, we can always take a basis of

operators φi with fixed conformal weight. If we normalize their 2-point functions

(2.4) as
〈
φi(z, z)φj(w,w)

〉
= δij

1

(z − w)2hi

1

(z − w)2hi

, (2.12)

then the operator product coefficients Cijk defined by

φi(z, z)φj(w,w) ∼
∑

k

Cijk (z − w)hk−hi−hj (z − w)hk−hi−hj φk(w,w) (2.13)

are symmetric in i, j, k. By taking the limit as any two of the zi’s in the 3-point

function 〈φiφjφk〉 approach one another, and using (2.12), it is easy to show

that the Cijk’s of (2.13) coincide precisely with the numerical factors in the

3-point functions (2.5).

2.3. Free boson, the example

We shall now illustrate the formalism developed thus far in the case of a

single massless free boson, also known as the gaussian model. We use the string

theory normalization for the action,

S =

∫
L =

1

2π

∫
∂X ∂X , (2.14)

so that X(z, z) has propagator
〈
X(z, z)X(w,w)

〉
= − 1

2 log |z − w|. (This is

calculated using z = 1
2 (σ1 + iσ0), and integration measure 2idz∧dz = dσ1∧dσ0
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in (2.14), although ultimately only the normalization of the propagator itself

is important in what follows.) The standard statistical mechanical convention

(see e.g. section 4.2 of Cardy’s lectures) uses instead a factor of g/4π in front

in the action (2.14). For solutions of the equations of motion, we find that

X(z, z) = 1
2

(
x(z)+x(z)

)
splits into two pieces with only holomorphic and anti-

holomorphic dependence respectively. (These are the massless left-movers and

right-movers. To avoid any ambiguity we could write xL(z) and xR(z), but the

meaning is usually clear from context.) These pieces have propagators

〈
x(z)x(w)

〉
= − log(z − w) ,

〈
x(z)x(w)

〉
= − log(z − w) . (2.15)

Note that the field x(z) is not itself a conformal field, but its derivative, ∂x(z),

has leading short distance expansion

∂x(z) ∂x(w) = − 1

(z − w)2
+ . . . , (2.16)

inferred by taking two derivatives of (2.15). We see from the scaling properties

of the right hand side of (2.16) that ∂x(z) has a chance to be a (1,0) conformal

field.

Concentrating for the moment on the holomorphic dependence of the the-

ory, we define the stress-energy tensor T (w) via the normal-ordering prescrip-

tion

T (w) = −1

2
: ∂x(z)∂x(w):

≡ −1

2
lim
z→w

[
∂x(z)∂x(w) +

1

(z − w)2

]
.

(2.17)

Using the Wick rules and Taylor expanding, we can compute the singular part

of

T (z) ∂x(w) = −1

2
: ∂x(z)∂x(z): ∂x(w)

= −1

2
∂x(z)

〈
∂x(z)∂x(w)

〉
· 2 + . . .

= ∂x(z)
1

(z − w)2
+ . . .

=
(
∂x(w) + (z − w)∂2x(w)

) 1

(z − w)2
+ . . . ,
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in the limit z → w. We find

T (z)∂x(w) ∼ ∂x(w)

(z − w)2
+

1

z − w
∂2x(w) + . . . ,

in accord with (2.10) for a (1,0) primary field. Moreover substituting in (2.8),

we see that

[∮
dz

2πi
T (z)ε(z) , ∂x(w)

]
=

∮
dz

2πi
ε(z)

(
∂x(w)

(z − w)2
+
∂2x(w)

z − w
+ . . .

)

= ∂ε(w)∂x(w) + ε(w)∂2x(w) .

This is all as expected since under z → z + ε, we have x(z) → x(z + ε) =

x(z) + ε∂x(z), and consequently ∂x(z) → ∂x(z) + ∂ε∂x(z) + ε∂2x(z). The

above result is just the statement that ∂x transforms as in (2.1) as a tensor of

mass dimension h = 1.

As another illustration of (2.10), we consider the operator : exp iαx(w): .

The normal ordering symbol is meant to remind us not to contract the x(w)’s

in the expansion of the exponent with one another. (This prescription is equiv-

alent to a multiplicative wave function renormalization, and for convenience we

will frequently drop the normal ordering symbol in the following). Taking the

operator product expansion with T (z) as z → w, we find the leading singular

behavior

−1

2

(
∂x(z)2

)
eiαx(w) = −1

2

(〈
∂x(z)iαx(w)

〉)2

eiαx(w)

− 1

2
2 ∂x(z)

〈
∂x(z)iαx(w)

〉
eiαx(w)

=
α2/2

(z − w)2
eiαx(w) +

iα∂x(z)

z − w
eiαx(w)

=
α2/2

(z − w)2
eiαx(w) +

1

z − w
∂eiαx(w) .

(2.18)

exp(iαx) is thus a primary field of conformal dimension h = α2/2.

This result could also be inferred from the 2-point function

〈
eiαx(z)e−iαx(w)

〉
= eα

2〈x(z)x(w)〉 =
1

(z − w)α2 , (2.19)
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where the first equality is a general property of free field theory, and the sec-

ond equality follows from the specifically two dimensional logarithmic behavior

(2.15) (recall that the propagator in d > 2 spacetime dimensions goes instead

as
∫
ddp exp(ipx)/p2 ∼ 1/xd−2). We see that the logarithmic divergence of

the scalar propagator leads to operators with continuously variable anomalous

dimensions in two dimensions, even in free field theory.

Identical considerations apply equally to anti-holomorphic operators, such

as ∂x(z) and exp(iαx(z)
)
. Their operator products with T (z) = 1

2 : ∂x(z)∂x(z):

shows them to have conformal dimensions (0, 1) and (0, α2/2). More generally

if we took an action S = 1
2π

∫
∂Xµ∂Xµ with a vector of fields Xµ(z, z) =

1
2 (xµ(z) + xµ(z)

)
, then

〈
xµ(z)xν(w)

〉
= −δµν log(z − w) and exp

(
±iαµxµ(z)

)

for example has conformal dimension (α · α/2, 0).

Before closing this introduction to massless scalars in two dimensions, we

should dispel an occasional unwarranted confusion concerning the result of [7],

which states that the Goldstone phenomenon does not occur in two dimensions.

In the present context this does not mean that there is anything particularly

peculiar about massless scalar fields, only that they are not Goldstone bosons.

Although it appears that (2.14) has a translation symmetry X → X + a that

can be spontaneously broken, this symmetry is an illusion at the quantum level.

That is because the field X is itself ill-defined due to the incurable infrared

logarithmic divergence of its propagator. ∂µX is of course well defined but is

not sensitive to the putative symmetry breaking. Exponentials of X as in (2.19)

can also be defined by appropriate extraction of wave function normalization,

but their non-vanishing correlation functions all have simple power law falloff,

and again show no signal of symmetry breakdown. This is all consistent with

the result of [7].

2.4. Conformal Ward identities

We complete our discussion of conformal formalities by writing down the

conformal Ward identities satisfied by correlations functions of primary fields

φi. Ward identities are generally identities satisfied by correlation functions as

a reflection of symmetries possessed by a theory. They are easily derived in the
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functional integral formulation of correlation functions for example by requiring

that they be independent of a change of dummy integration variables. The

Ward identities for conformal symmetry can thus be derived by considering the

behavior of n-point functions under a conformal transformation. This should

be considered to take place in some localized region containing all the operators

in question, and can then be related to a surface integral about the boundary

of the region.

For the two dimensional conformal theories of interest here, we shall instead

implement this procedure in the operator form of the correlation functions. By

global conformal invariance, these correlation functions satisfy (compare with

(1.13))

〈
φ1(z1, z1) . . . φn(zn, zn)

〉

=
∏

j

(
∂f(zj)

)hj
(
∂ f(zj)

)hj
〈
φ1(w1, w1) . . . φn(wn, wn)

〉
,

(2.20)

with w = f(z) and w = f(z) of the form (1.9). To gain additional information

from the local conformal algebra, we consider an assemblage of operators at

points wi as in fig. 3, and perform a conformal transformation in the interior

of the region bounded by the z contour by line integrating ε(z)T (z) around

it. By analyticity, the contour can be deformed to a sum over small contours

encircling each of the points wi, as depicted in the figure. The result of the

contour integration is thus

〈∮ dz

2πi
ε(z)T (z)φ1(w1, w1) . . . φn(wn, wn)

〉

=

n∑

j=1

〈
φ1(w1, w1) . . .

(∮
dz

2πi
ε(z)T (z)φj(wj , wj)

)
. . . φn(wn, wn)

〉

=

n∑

j=1

〈
φ(w1, w1) . . . δεφj(wj , wj) . . . φn(wn, wn)

〉
.

(2.21)

In the last line we have used the infinitesimal transformation property

δεφ(w,w) =

∮
dz

2πi
ε(z)T (z)φ(w,w) =

(
ε(w)∂ + h∂ε(w)

)
φ(w,w) ,

encoded in the operator product expansion (2.10).
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Fig. 3. Another deformed contour

Since (2.21) is true for arbitrary ε(z) and
∮
dzT (z) = 0, we can write an

unintegrated form of the conformal Ward identities,

〈
T (z)φ1(w1, w1) . . . φn(wn, wn)

〉

=
n∑

j=1

(
hj

(z − wj)2
+

1

z − wj

∂

∂wj

)〈
φ1(w1, w1) . . . φn(wn, wn)

〉
.

(2.22)

This states that the correlation functions are meromorphic functions of z with

singularities at the positions of inserted operators. The residues at these sin-

gularities are simply determined by the conformal properties of the operators.

Later on we shall use (2.22) to show that 4-point correlation functions involving

so-called degenerate fields satisfy hypergeometric differential equations.

3. The central charge and the Virasoro algebra

3.1. The central charge

Not all fields satisfy the simple transformation property (2.1) under con-

formal transformations. Derivatives of fields, for example, in general have more

complicated transformation properties. A secondary field is any field that has

higher than the double pole singularity (2.10) in its operator product expansion

26



with T or T . In general, the fields in a conformal field theory can be grouped

into families [φn] each of which contains a single primary field φn and an infinite

set of secondary fields (including its derivative), called its descendants. These

comprise the irreducible representations of the conformal group, and the pri-

mary field can be regarded as the highest weight of the representation. The set

of all fields in a conformal theory {Ai} =
∑

n[φn] may be composed of either a

finite or infinite number of conformal families.

An example of a field that does not obey (2.1) or (2.10) is the stress-

energy tensor. By performing two conformal transformations in succession, we

can determine its operator product with itself to take the form

T (z)T (w) =
c/2

(z − w)4
+

2

(z − w)2
T (w) +

1

z − w
∂T (w) . (3.1)

The (z − w)−4 term on the right hand side, with coefficient c a constant, is

allowed by analyticity, Bose symmetry, and scale invariance. Its coefficient

cannot be determined by the requirement that T generate conformal transfor-

mations, since that only involves the commutator of T with other operators.

Apart from this term, (3.1) is just the statement that T (z) is a conformal field

of weight (2,0). The constant c is known as the central charge and its value

in general will depend on the particular theory under consideration. Since
〈
T (z)T (0)

〉
= (c/2)/z4, we expect at least that c ≥ 0 in a theory with a posi-

tive semi-definite Hilbert space.

Identical considerations apply to T , so that

T (z)T (w) =
c/2

(z − w)4
+

2

(z − w)2
T (w) +

1

z − w
∂ T (w) , (3.2)

where c is in principle an independent constant. (Later on we shall see that

modular invariance constrains c − c = 0 mod 24.) A theory with a Lorentz-

invariant, conserved 2-point function
〈
Tµν(p)Tαβ(−p)

〉
requires c = c. This is

equivalent to requiring cancellation of local gravitational anomalies[8], allowing

the system to be consistently coupled to two dimensional gravity. In heterotic

string theory, for example, this is achieved by adding ghosts to the system so

that c = c = 0.
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In general, the infinitesimal transformation law for T (z) induced by (3.1)

is

δεT (z) = ε(z) ∂T (z) + 2∂ε(z)T (z) +
c

12
∂3ε(z) .

It can be integrated to give

T (z) → (∂f)2 T
(
f(z)

)
+

c

12
S(f, z) (3.3)

under z → f(z), where the quantity

S(f, z) =
∂zf ∂

3
zf − 3

2 (∂2
zf)2

(∂zf)2

is known as the Schwartzian derivative. It is the unique weight two object

that vanishes when restricted to the global SL(2,R) subgroup of the two di-

mensional conformal group. (It also satisfies the composition law S(w, z) =

(∂zf)2S(w, f) +S(f, z).) The stress-energy tensor is thus an example of a field

that is quasi-primary, i.e. SL(2,C) primary, but not (Virasoro) primary.

We can readily calculate (3.1) for the free boson stress-energy tensor (2.17),

T (z) = − 1
2 : ∂x(z)∂x(z): . The result is

T (z)T (w)

=
(
−1

2

)2
{

2
(〈
∂x(z)∂x(w)

〉)2

+ 4∂x(z)∂x(w)
〈
∂x(z)∂x(w)

〉
+ . . .

}

=
1/2

(z − w)4
+

2

(z − w)2

(
−1

2

(
∂x(w)

)2
)

+
1

z − w
∂

(
−1

2

(
∂x(w)

)2
)
,

and thus the leading term in (3.1) is normalized so that a single free boson has

c = 1.

A variation on (2.17) is to take instead

T (w) = −1

2
: ∂x(z)∂x(w): + i

√
2α0 ∂

2x(z) . (3.4)

The extra term is a total derivative of a well-defined field and does not affect

the status of T (z) as a generator of conformal transformations. Using (2.16)
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and proceeding as above, we can show that the T (z) of (3.4) satisfies (3.1) with

central charge

c = 1 − 24α2
0 .

We see that the effect of the extra term in (3.4) is to shift c < 1 for α0 real.

Since the stress-energy tensor in (3.4) has an imaginary part, the theory it

defines is not unitary for arbitrary α0. For particular values of α0, it turns out

to contain a consistent unitary subspace. (In section 4, we will discuss the role

played by unitarity in field theory and statistical mechanical models and also

implicitly identify the relevant values of α0.)

The modification of T (z) in (3.4) is interpreted as the presence of

a ‘background charge’ −2α0 at infinity. This is created by the operator

: exp
(
−i2

√
2α0x(∞)

)
: , so we take as out-state

〈
(−2α0)

∣∣ =
〈0|V−2α

0
(∞)

〈0|V−2α0
(∞)V2α0

(0)|0〉 ,

where Vβ(z) ≡ : exp
(
i
√

2βx(z)
)
: . Thus the only non-vanishing correlation func-

tions of strings of operators Vβj (z) are those with
∑

j βj = 2α0. n-point correla-

tion functions may be derived by sending a V−2α0
(z) to infinity in an n+1-point

function. For example, the result (2.19) for the 2-point function is modified to

〈
Vβ(z)V2α0−β(w)

〉
=

1

(z − w)2β(β−2α0)
.

The operators in this 2-point function are regarded as adjoints of one another

in the presence of the background charge, and each thus has conformal weight

h = β(β − 2α0). We arrive at the same result (rather than simply h = β2)

by calculating the conformal weight of the operator Vβ(z) as in (2.18), only

using the modified definition (3.4) of T (z). This formalism was anticipated in

ancient times[9] and has more recently been used to great effect[10] to calculate

correlation functions of the c < 1 theories to be discussed in the next section.

These and other applications are described in more detail in Zuber’s lectures.
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3.2. The free fermion

Another free system that will play a major role later on here is that of a

free massless fermion. With both chiralities, we write the action

S =
1

8π

∫ (
ψ∂ψ + ψ∂ψ

)
. (3.5)

The equations of motion determine that ψ(z) and ψ(z) are respectively the

left- and right-moving “chiralities”. (Recall that in 2 Euclidean dimensions the

Dirac operator can be represented as

/∂ = σx∂x + σy∂y =

(
∂x − i∂y

∂x + i∂y

)
∼
(

∂
∂

)
,

so that the operators ∂, ∂ are picked out by the chirality projectors 1
2 (1 ±

σz).) The normalization of (3.5) is chosen so that the leading short distance

singularities are

ψ(z)ψ(w) = − 1

z − w
, ψ(z)ψ(w) = − 1

z − w
.

This system has holomorphic and anti-holomorphic stress-energy tensors

T (z) =
1

2
:ψ(z)∂ψ(z): , T (z) =

1

2
:ψ(z) ∂ ψ(z):

that satisfy (3.1) with c = c = 1
2 . From the T (z)ψ(w) and T (z)ψ(w) operator

products we verify that ψ and ψ are primary fields of conformal weight (1
2 , 0)

and (0, 1
2 ).

3.3. Mode expansions and the Virasoro algebra

It is convenient to define a Laurent expansion of the stress-energy tensor,

T (z) =
∑

n∈Z

z−n−2Ln , T (z) =
∑

n∈Z

z−n−2Ln , (3.6)

in terms of modes Ln (which are themselves operators). The exponent −n− 2

in (3.6) is chosen so that for the scale change z → z/λ, under which T (z) →
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λ2 T (z/λ), we have L−n → λn L−n. L−n and L−n thus have scaling dimension

n. (3.6) is formally inverted by the relations

Ln =

∮
dz

2πi
zn+1 T (z) , Ln =

∮
dz

2πi
zn+1 T (z) . (3.7)

To compute the algebra of commutators satisfied by the modes Ln and Ln,

we employ a procedure for making contact between local operator products and

commutators of operator modes that will repeatedly prove useful. The commu-

tator of two contour integrations
[∮
dz,
∮
dw
]

is evaluated by first fixing w and

deforming the difference between the two z integrations into a single z contour

drawn tightly around the point w, as in fig. 2. In evaluating the z contour

integration, we may perform operator product expansions to identify the lead-

ing behavior as z approaches w. The w integration is then performed without

further subtlety. For the modes of the stress-energy tensor, this procedure gives

[
Ln, Lm

]
=

(∮
dz

2πi

∮
dw

2πi
−
∮

dw

2πi

∮
dz

2πi

)
zn+1 T (z)wm+1T (w)

=

∮
dz

2πi

∮
dw

2πi
zn+1wm+1

( c/2

(z − w)4
+

2T (w)

(z − w)2
+
∂T (w)

z − w
+ . . .

)

=

∮
dw

2πi

( c
12

(n+ 1)n(n− 1)wn−2wm+1

+ 2(n+ 1)wnwm+1T (w) + wn+1wm+1∂T (w)
)
.

(where the residue of the first term results from 1
3!∂

3
zz
n+1|z=w = 1

6 (n+1)n(n−
1)wn−2). Integrating the last term by parts and combining with the second

term gives (n−m)wn+m+1T (w), so performing the w integration gives

[
Ln, Lm

]
= (n−m)Ln+m +

c

12
(n3 − n)δn+m,0 . (3.8a)

The identical calculation for T results in

[
Ln, Lm

]
= (n−m)Ln+m +

c

12
(n3 − n)δn+m,0 . (3.8b)

Since T (z) and T (z) have no power law singularities in their operator product,

on the other hand, we have the commutation

[
Ln, Lm

]
= 0 . (3.8c)
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In (3.8a–c) we find two copies of an infinite dimensional algebra, called

the Virasoro algebra, originally discovered in the context of string theory [11].

Every conformally invariant quantum field theory determines a representation

of this algebra with some value of c and c. For c = c = 0, (3.8a, b) reduces

to the classical algebra (1.8). The form of the algebra may be altered a bit

by shifting the Ln’s by constants. In (3.8a) this freedom is exhausted by the

requirement that the subalgebra L−1, L0, L1 satisfy

[L∓1, L0] = ∓L∓1 [L1, L−1] = 2L0 ,

with no anomaly term. The global conformal group SL(2,C) generated by

L−1,0,1 and L−1,0,1 thus remains an exact symmetry group despite the central

charge in (3.8).

3.4. In- and out-states

To analyze further the properties of the modes, it is useful to introduce the

notion of adjoint,
[
A(z, z)

]†
= A

(
1

z
,
1

z

)
1

z2h

1

z2h
, (3.9)

(on the real surface z = z∗), for Euclidean-space fields that correspond to real

(Hermitian) fields in Minkowski space. Although (3.9) might look strange, it

is ultimately justified by considering the continuation back to the Minkowski

space cylinder, as described in section 2.2. The missing factors of i in Euc-

lidean-space time evolution, A(x, τ) = eHτA(x, 0)e−Hτ , must be compensated

in the definition of the adjoint by an explicit Euclidean-space time reversal,

τ → −τ . As discussed earlier, this is implemented on the plane by z → 1/z∗.

The additional z, z dependent factors on the right hand side of (3.9) are required

to give the adjoint the proper tensorial properties under the conformal group.

We derive further intuition by considering in- and out-states in confor-

mal field theory. In Euclidean field theory we ordinarily associate states with

operators via the identification

|Ain〉 = lim
σ0→−∞

A(σ0, σ1)|0〉 = lim
σ0→−∞

eHσ
0

A(σ1)|0〉 .
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Since time σ0 → −∞ on the cylinder corresponds to the origin of the z-plane,

it is natural to define in-states as

|Ain〉 ≡ lim
z,z→0

A(z, z)|0〉 .

To define 〈Aout| we need to construct the analogous object for z → ∞. Confor-

mal invariance, however, allows us relate a parametrization of a neighborhood

about the point at ∞ on the Riemann sphere to that of a neighborhood about

the origin via the map z = 1/w. If we call Ã(w,w) the operator in the co-

ordinates for which w → 0 corresponds to the point at ∞, then the natural

definition is

〈Aout| ≡ lim
w,w→0

〈0|Ã(w,w) . (3.10a)

Now we need to relate Ã(w,w) to A(z, z). Recall that for primary fields we

have under w → f(w)

Ã(w,w) = A
(
f(w), f(w)

) (
∂f(w)

)h(
∂ f(w)

)h
,

so that in particular under f(w) = 1/w we have

Ã(w,w) = A

(
1

w
,

1

w

)(
−w−2

)h (−w−2
)h

.

The definition (3.9) of adjoint then gives the natural relation between 〈Aout|
and |Ain〉 (up to a spin dependent phase ignored here for convenience),

〈Aout| = lim
w,w→0

〈0|Ã(w,w) definition

= lim
z,z→0

〈0|A
(

1

z
,
1

z

)
1

z2h

1

z2h
conformal invariance

= lim
z,z→0

〈0|
[
A(z, z)

]†
adjoint

=
[

lim
z,z→0

A(z, z)|0〉
]†

= |Ain〉† .

(3.11)
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Occasionally we shall be sloppy and write the out-state in the form 〈Aout| ≡
limz,z→∞〈0|A(z, z) — this should be recognized as shorthand for

〈Aout| ≡ lim
z,z→∞

〈0|A(z, z) z2hz2h , (3.10b)

as follows from the definition (3.10a) and the second line of (3.11). (Eqns. (3.10a, b)

are actually correct for any quasi-primary field, since we only make use of the

SL(2,C) transformation w → 1/w to define the out-state. For general sec-

ondary fields, on the other hand, the slightly more complicated expression may

be found for example in [12].)

(We point out that in defining our in- and out-states by means of fields

of well-defined scaling dimension, we are proceeding somewhat differently than

in ordinary perturbative field theory calculations. The procedure here defines

asymptotic states that are eigenstates of the exact Hamiltonian of the system,

rather than eigenstates of some fictitious asymptotically non-interacting Hamil-

tonian. Our ability to do this in conformal field theories in two dimensions stems

from their providing non-trivial examples of solvable quantum field theories. If

we could implement such a prescription in non-trivial 3+1 dimensional field the-

ories, we of course would. We also point out that the correspondence between

operators and states in field theory is not ordinarily one-to-one — in massive

field theories, for example, more than one operator typically creates the same

state as σ0 → −∞. In conformal field theory, the number of fields and states

with any fixed conformal weight is ordinarily finite so by orthogonalization we

can associate a unique field with each state.)

Note that for the stress-energy tensor, equality of

T †(z) =
∑ L†

m

zm+2 and T

(
1

z

)
1

z4 =
∑ Lm

z−m−2

1

z4

results in

L†
m = L−m . (3.12)

(3.12) should be regarded as the condition that T (z) is hermitian. Hermiticity

of T (z) equivalently results in L
†
m = L−m.
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Other important conditions on the Ln’s can be derived by requiring the

regularity of

T (z)|0〉 =
∑

m∈Z

Lm z
−m−2|0〉

at z = 0. Evidently only terms with m ≤ −2 are allowed, so we learn that

Lm|0〉 = 0 , m ≥ −1 . (3.13a)

From (3.11) we have also that 〈0|L†
m = 0, m ≥ −1. L0,±1|0〉 = 0 is the

statement that the vacuum is SL(2,R) invariant, and we see that this follows

directly just from the requirement that z = 0 be a regular point (the rest of

the vanishing Lm|0〉 = 0, m ≥ 1, come along for free). From (3.12) we find

L†
m|0〉 = 0, m ≤ 1, and thus from (3.11) that

〈0|Lm = 0 , m ≤ 1 . (3.13b)

The states L−n|0〉 for n ≥ 2, on the other hand, are in principle non-trivial

Hilbert space states that transform as part of some representation of the Vira-

soro algebra.

The only generators in common between (3.13a, b), annihilating both 〈0|
and |0〉, are L±1,0. It is easy to show, using the commutation relations (3.8a),

that this is the only finite subalgebra of the Virasoro algebra for which this

is possible. Identical results apply as well for the Ln’s, and we shall call the

vacuum state |0〉, annihilated by both L±1,0 and L±1,0, the SL(2,C) invariant

vacuum. (Strictly speaking we could denote this as the tensor product |0〉⊗ |0〉
of two SL(2,R) invariant vacuums, but any ambiguity in the symbol |0〉 is

ordinarily resolved by context.)

The conditions (3.13) together with the commutation rules (3.8a) can be

used to verify that

〈
T (z)T (w)

〉
= 〈0|

∑

n∈Z

Ln z
−n−2

∑

m∈Z

Lm w
−m−2|0〉 =

c/2

(z − w)4
, (3.14)
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giving an easy way to calculate c in some theories. Similarly, we can compute

all higher point correlation functions of the form

〈
T (w1) · · ·T (wn)T (z1) · · ·T (zm)

〉

=
〈
T (z1) · · ·T (zn)

〉 〈
T (z1) · · ·T (zm)

〉
,

(3.15)

by substituting the mode expansions (3.6) and commuting the Ln’s with n

positive (negative) to the right (left). We can also see the condition c > 0 to

result from the algebra (3.8a), and the relations (3.13a) and (3.12):

c

2
= 〈0|

[
L2, L−2

]
|0〉 = 〈0|L2L

†
2|0〉 ≥ 0 ,

since the norm satisfies ‖L†
2|0〉‖2 ≥ 0 in a positive Hilbert space.

3.5. Highest weight states

Let us now consider the state

|h〉 = φ(0)|0〉 (3.16)

created by a holomorphic field φ(z) of weight h. From the operator product

expansion (2.10) between the stress-energy T and a primary field φ we find

[
Ln, φ(w)

]
=

∮
dz

2πi
zn+1 T (z)φ(w) = h(n+ 1)wnφ(w) + wn+1∂φ(w) , (3.17)

so that
[
Ln, φ(0)

]
= 0, n > 0. The state |h〉 thus satisfies

L0|h〉 = h|h〉 Ln|h〉 = 0, n > 0 . (3.18a)

More generally, an in-state |h, h〉 created by a primary field φ(z, z) of conformal

weight (h, h) will also satisfy (3.18a) with the replacements L → L, h → h.

Since L0 ±L0 are the generators of dilatations and rotations, we identify h± h

as the scaling dimension and Euclidean spin of the state.

Any state satisfying (3.18a) is known as a highest weight state. States

of the form L−n1 · · ·L−nk
|h〉 (ni > 0) are known as descendant states. The

out-state 〈h|, defined as in (3.10), evidently satisfies

〈h|L0 = h〈h| 〈h|Ln = 0, n < 0 . (3.18b)
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The states 〈h|Ln1 · · ·Lnk
(ni > 0) are the descendants of the out-state. Using

(3.12), (3.18), and (3.8a), we evaluate

〈h|L†
−n L−n|h〉 = 〈h|

[
Ln, L−n

]
|h〉

= 2n〈h|L0|h〉 +
c

12
(n3 − n)〈h|h〉

=
(
2nh+

c

12
(n3 − n)

)
〈h|h〉 .

(3.19)

Again, this quantity must be positive if the Hilbert space has a positive norm.

For n large this tells us that we must have c > 0, and for n = 1 this requires

that h ≥ 0. In the latter case we also see that h = 0 only if L−1|h〉 = 0, i.e.

only if |h〉 is identically the SL(2,R) invariant vacuum |0〉.
We can also show for c = 0 that the Virasoro algebra has no interesting

unitary representations. From (3.19), we see that all states L−n|0〉 would have

zero norm and hence should be set equal to zero. Moreover for arbitrary h if we

consider[13] the matrix of inner products in the 2×2 basis L−2n|h〉, L2
−n|h〉, we

find a determinant equal to 4n3h2(4h− 5n). For h 6= 0 this quantity is always

negative for large enough n. Thus for c = 0 the only unitary representation of

the Virasoro algebra is completely trivial: it has h = 0 and all the Ln = 0.

It follows from (3.17) that a field φ with conformal weight (h, 0) is purely

holomorphic. We first note from (3.17) adapted to the anti-holomorphic case

that
[
L−1, φ

]
= ∂φ, then argue as in (3.19) to show that the norm of the state

L−1φ|0〉 = 0, and hence that ∂φ = 0. To see what (3.16) means in terms

of modes, we generalize the mode expansions (3.6) to arbitrary holomorphic

primary fields φ(z) of weight (h, 0),

φ(z) =
∑

n∈Z−h
φn z

−n−h ,

again chosen so that φ−n has scaling weight n. The modes satisfy

φn =

∮
dz

2πi
zh+n−1φ(z) .

Regularity of φ(z)|0〉 at z = 0 requires φn|0〉 = 0 for n ≥ −h+ 1, generalizing

the case h = 2 in (3.13a). From (3.16) we see that the state |h〉 is created by
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the mode φ−h: |h〉 = φ−h|0〉. To check that the states φn|0〉 have the correct

L0 values, we use (3.17) to calculate the commutator

[
Ln, φm

]
=

∮
dw

2πi
wh+m−1

(
h(n+ 1)wnφ(w) + wn+1∂φ(w)

)

=

∮
dw

2πi
wh+m+n−1

(
h(n+ 1) − (h+m+ n)

)
φ(w)

=
(
n(h− 1) −m

)
φm+n .

(3.20)

So
[
L0, φm

]
= −mφm, consistent for example with L0|h〉 = L0φ−h|0〉 = h|h〉.

Before turning to a detailed consideration of descendant fields, we show

how the formalism of this subsection may be used to derive the generalization of

(2.3) to n-point functions. We first use the SL(2,C) invariance of the vacuum,

U |0〉 = |0〉 for U ∈ SL(2,C), to derive (1.13) (or rather (2.20)) in the form

〈0|U−1φ1U · · ·U−1φnU |0〉 = 〈0|φ1 · · ·φn|0〉 , (3.21)

where the φi’s are quasi-primary fields (i.e. satisfy

U−1φ(z, z)U =
(
∂f(z)

)h(
∂ f(z)

)h
φ
(
f(z), f(z)

)
,

for f of the form (1.9)). Infinitesimally, (3.21) takes the obvious form

0 = 〈0|
[
Lk, φ1(z1)

]
. . . φn(zn)|0〉 + · · · + 〈0|φ1(z1) . . .

[
Lk, φn(z1)

]
|0〉 ,

for k = 0,±1. Using (3.17) we write this equivalently as

n∑

i=1

∂i〈0|φ1(z1) . . . φn(zn)|0〉 = 0

n∑

i=1

(zi∂i + hi)〈0|φ1(z1) . . . φn(zn)|0〉 = 0

n∑

i=1

(z2
i ∂i + 2zihi)〈0|φ1(z1) . . . φn(zn)|0〉 = 0 ,

(3.22)

implying respectively invariance under translations, dilatations, and special con-

formal transformations. We also point out that (3.21) applies as well to the
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correlation functions (3.15) even though T is not a primary field. Recall that

the Schwartzian derivative S(f, z) of (3.3) vanishes for the global transforma-

tions (1.9), implying that T is quasi-primary, and that suffices to show that its

correlation functions transform covariantly under SL(2,C).

3.6. Descendant fields

As mentioned at the beginning of this section, representations of the Vira-

soro algebra start with a single primary field. Remaining fields in the represen-

tation are given by successive operator products with the stress-energy tensor.

Together all these fields comprise a representation [φn]. (In terms of modes, the

descendant fields are obtained by commuting L−n’s with primary fields.) Act-

ing on the vacuum, the descendant fields create descendant states. We shall see

that the conformal ward identities give differential equations that determine

the correlation functions of descendant fields in terms of those of primaries.

The utility of organizing a two dimensional conformal field theory in terms of

conformal families, i.e. irreducible representations of the Virasoro algebra, is

that the theory may then be completely specified by the Green functions of the

primary fields.

We extract the descendant fields L̂−nφ, n > 0, from the less singular parts

of the operator product expansion of T (z) with a primary field,

T (z)φ(w,w) ≡
∑

n≥0

(z − w)n−2 L̂−nφ(w,w)

=
1

(z − w)2
L̂0φ+

1

z − w
L̂−1φ+ L̂−2φ+ (z − w)L̂−3φ+ . . . .

(3.23)

The fields

L̂−nφ(w,w) =

∮
dz

2πi

1

(z − w)n−1
T (z)φ(w,w) (3.24)

are sometimes also denoted as φ(−n) (and in the presence of larger algebraic

structures are called Virasoro descendants to avoid ambiguity). The conformal

weight of the descendant field L̂−nφ is (h+n, h). Note from (2.10) that the first

two descendant fields are given by φ(0) = L̂0φ = hφ and φ(−1) = L̂−1φ = ∂φ.
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A simple example of a descendant field is

(
L̂−21

)
(w) =

∮
dz

2πi

1

z − w
T (z)1 = T (w) .

Thus 1(−2)(w) =
(
L̂−21

)
(w) = T (w), and we see that the stress-energy tensor

is always a level 2 descendant of the identity operator. This explains why the

operator product (3.1) of the stress-energy tensor with itself does not take the

canonical form (2.10) of that for a primary field.

For n > 0, primary fields satisfy L̂nφ = 0. The first few descendant fields,

ordered according to their conformal weight, are

level dimension field

0 h φ

1 h+ 1 L̂−1φ

2 h+ 2 L̂−2φ, L̂
2
−1φ

3 h+ 3 L̂−3φ, L̂−1L̂−2φ, L̂
3
−1φ

· · ·

N h+N P (N) fields ,

(3.25)

where the number at level N is given by P (N), the number of partitions of N

into positive integer parts. P (N) is given in terms of the generating function

1∏∞
n=1(1 − qn)

=

∞∑

N=0

P (N) qN , (3.26)

where P (0) ≡ 1. The fields in (3.25) arise from repeated short distance ex-

pansion of the primary field φ with T (z), and constitute the conformal family

[φ] based on φ. Since L̂−1ψ = ∂ψ for any field ψ, [φ] naturally contains in

particular all derivatives of each of its fields.

All the correlation functions of the secondary fields are given by differential

operators acting on those of primary fields. For example if we let z → wn in

(2.22), expand in powers of z − wn, and use the definition (3.23) of secondary

fields, we find
〈
φ1(w1, w1) . . . φn−1(wn−1, wn−1)

(
L̂−kφ

)
(z, z)

〉

= L−k
〈
φ1(w1, w1) . . . φn−1(wn−1, wn−1)φ(z, z)

〉
,

(3.27a)
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where the differential operator (for k ≥ 2) is defined by

L−k = −
n−1∑

j=1

(
(1 − k)hj
(wj − z)k

+
1

(wj − z)k−1

∂

∂wj

)
. (3.27b)

The L’s provide a differential realization of (3.8a) with c = 0. With z = z = 0,

we see from (3.24) and (3.7) that L̂−kφ(0) → L−kφ(0). Thus (3.27) can also

be derived at z = 0 by using (3.17) to commute L−k to the left, and then

using the highest weight property (3.13b) of the out vacuum. (Although (2.22)

was derived for |z| greater than all the |wi|’s, it is easy to show either by

contour integral methods or by substituting the mode expansion for T and

commuting L’s that it remains true for any ordering of the arguments). By the

same methods, the generalization of (3.27) to correlation functions involving

one arbitrary secondary field is

〈0|φ1(w1, w1) . . . φn−1(wn−1, wn−1)L̂−k1 . . . L̂−k`
φ(z, z)|0〉

= L−k1 . . .L−k`
〈0|φ1(w1, w1) . . . φn−1(wn−1, wn−1)φ(z, z)|0〉 .

(3.28)

In principle one can write down expressions for correlation functions of arbitrary

secondary fields in terms of those for primaries, but there is no convenient

closed form expression in the most general case. A particular case of interest is

the 2-point function. If we take orthogonal primary fields as in (2.12), then it

follows directly from (2.22) that the 2-point functions of descendants of different

primary fields must vanish.

A problem related to calculating correlation functions of secondary fields

is to write the operator product coefficients (2.13) for descendants in terms of

those for primaries. Let us consider (2.13) with φi and φj primary fields, and

group together all the secondary fields belonging to the conformal family [φp]

in the summation to write

φi(z, z)φj(w,w) =
∑

p{kk}

C
{kk}
ijp z(hp−hi−hj+Σ`k`) z(hp−hi−hj+Σ`k`) φ{k k}p (w,w) . (3.29)
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Here we have labeled the descendants

L̂−k1 · · · L̂−kn L̂−k1
· · · L̂−km

φp

of a primary field φp by φ
{kk}
p , and we assume the normalization (2.12). The

operator product coefficients in this normalization are symmetric and from (2.5)

coincide with the numerical factor in the 3-point function

〈φi|φj(z, z)|φp〉 =
〈
φi(∞)φj(z, z)φp(0)

〉
= Cijp z

hi−hj−hp zhi−hj−hp ,

where these fields are either primary or secondary. Using (3.28) in the case

of the 3-point function for fields as in (3.29) (or by performing a conformal

transformation on both sides of (3.29) and comparing terms), one can show[1]

that

C
{kk}
ijp = Cijp β

p{k}
ij β

p{k}
ij , (3.30)

where the Cijp’s are the operator product coefficients for primary fields, and

β
p{k}
ij (β

p{k}
ij ) is a function of the four parameters hi, hj , hp, and c (hi,hj , hp,

and c) determined entirely by conformal invariance (and can in principle be

computed mechanically). Moreover the 3-point function for any three descen-

dant fields can be determined from that of their associated primaries (although

as noted after (3.28), the explicit form of the relation is awkward to write down

in all generality). The primary Cijp’s thus determine the allowed non-vanishing

3-point functions for any members of the families [φi], [φj ], and [φp].

We see that the complete information to specify a two dimensional confor-

mal field theory is provided by the conformal weights (hi, hi) of the Virasoro

highest weight states, and the operator product coefficients Cijk between the

primary fields that create them. Everything else follows from the values of

these parameters, which themselves cannot be determined solely on the basis

of conformal symmetry.

3.7. Duality and the bootstrap

To determine the Cijk’s and h’s, we need to apply some dynamical principle

to obtain additional information. Up to now, we have considered only the
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local constraints imposed by the infinite conformal algebra. Associativity of

the operator algebra (2.13), on the other hand, imposes global constraints on

correlation functions. To see how this works, we consider evaluating the 4-point

function
〈
φi(z1, z1)φj(z2, z2)φ`(z3z3)φm(z4, z4)

〉
(3.31)

in two ways. First we take z1 → z2, z3 → z4, and find the schematic result

depicted in the left hand side of fig. 4, where the sum over p is over both primary

and secondary fields. (3.31) can alternatively be evaluated by taking z1 → z3,

z2 → z4, and we have represented this result diagrammatically in the right

hand side of fig. 4. Associativity of the operator algebra implies that these two

methods of calculating the 4-point function should give the same result. Their

equality is a necessary consistency requirement, known as crossing symmetry

of the 4-point function.

∑

p

Cijp C`mp

i

j

p

`

m

=
∑

q

Ci`q Cjmq

i

j

q

`

m

Fig. 4. Crossing symmetry

In fig. 4, we thus have an infinite number of equations that the Cijk’s must

satisfy. The sum over all the descendant states can be performed in principle,

and the relations in fig. 4 become algebraic equations for the Cijk ’s. These very

strong constraints were originally suggested to give a means of characterizing

all conformally invariant systems in d dimensions (the procedure of solving the

relations of fig. 4 to find conformal field theories is known as ‘the conformal

bootstrap’). This program however proved too difficult to implement in prac-

tice. In two dimensions the problem becomes somewhat more tractable, since
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one need only consider the primary fields, vastly reducing the number of inde-

pendent quantities in the problem. There remains however the possibility of

encountering an unmanageable number of primary fields, and as well one must

still evaluate the objects represented diagrammatically in fig. 4. In [1], it was

shown that there are certain special c, h values where things simplify dramati-

cally (such values were also noted in [14]), as we shall discuss momentarily.

First we need to convert fig. 4 to an analytic expression. We can write the

contribution to the 4-point function from ‘intermediate states’ belonging only to

the conformal family [φp] as F`m
ij (p|x)F`m

ij (p|x). This amplitude is represented

in fig. 5, and we are for simplicity taking z1, z2, z3, z4 = 0, x, 1,∞ in the 4-point

function (3.31). The amplitude projected onto a single conformal family takes a

factorized form because the sums over descendants in the holomorphic and anti-

holomorphic families [φp] and [φp] (generated by T and T ) are independent. The

F`m
ij (p|x) depend on the parameters hi, hj , h`, hm, hp, and c, and are known

as “conformal blocks” since any correlation function can be built from them.

F`m
ij (p|x)F `m

ij (p|x) =

0

x

i

j

p

`

m

1

∞

Fig. 5. Single channel amplitude

In terms of the conformal blocks, we can write an analytic form of the

diagrammatic equations fig. 4 as

∑

p

Cijp C`mpF`m
ij (p|x)F`m

ij (p|x)

=
∑

q

Ci`q Cjmq F jm
i` (q|1 − x)F jm

i` (q|1 − x) .
(3.32)
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If we know the conformal blocks F , then (3.32) yields a system of equations

that determine the Cijk’s and h, h’s. This has not been carried out in general

but at the special values of c, h mentioned earlier, the F ’s can be determined

as solutions of linear differential equations (that result from the presence of

so-called null states). In section 5, we shall see some examples of how this

works.

The particular values of c for which things simplify, as mentioned above,

take the form

c = 1 − 6(m′ −m)2

mm′ ,

where m and m′ are two coprime positive integers. In [1], these models were

called ‘minimal models’, and it was shown that they possessed a closed operator

algebra with only a finite number of primary fields. For these models the

bootstrap equation (3.32) can be solved completely, and everything about these

conformal field theories can be determined in principle. These models thus

realize an old hope[15] that the most singular part of the operator product

expansion should define a closed, finite-dimensional algebra of primary fields in

a theory. We shall see in the next section that imposing as well the criterion

of unitary selects an even smaller subset of these models (with m′ = m + 1),

known as the unitary discrete series. In section 9, we shall see how the fusion

rules for their closed operator algebras can be calculated.

The relation represented in fig. 4 is also known as ‘duality of the 4-point

function’ (not to be confused with various other forms of duality that appear

in these notes). This notion of duality generalizes to the n-point correlation

functions
〈
φ1(z1, z1) . . . φn(zn, zn)

〉

of sensible conformal field theories on arbitrary genus Riemann surfaces. The

requirement of duality states that any such correlation function should 1) be a

single-valued real analytic function of the zi’s and the moduli of the Riemann

surface, and 2) be independent of the basis of conformal blocks used to compute

it. Requirement 2) generalizes (3.32) and insures that the correlation function

is not sensitive to the particular decomposition of the Riemann surface into
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thrice-punctured spheres (and also that it be independent of the order of the

φi’s). Pictorially this generalizes fig. 4 to n-point functions, and is discussed

further in the contribution of Dijkgraaf to these proceedings.

4. Kac determinant and unitarity

4.1. The Hilbert space of states

We now return to consider more carefully the Hilbert space of states of

a conformal field theory. For the time being it will be sufficient to consider

only the holomorphic half of the theory. We recall that a highest weight state

|h〉 = φ(0)|0〉, satisfying L0|h〉 = h|h〉, is created by acting with a primary field

φ of conformal weight h on the SL(2,R) invariant vacuum |0〉, which satisfies

Ln|0〉 = 0, n ≥ −1. We have seen from (3.19) that a positive Hilbert space

requires h ≥ 0. Descendant states are created by acting on |h〉 with a string of

L−ni ’s, ni > 0. These states can also be regarded to result from the action of

a descendant field acting on the vacuum, e.g.

L−n|h〉 = L−n
(
φ(0)|0〉

)
=
(
L̂−nφ

)
(0)|0〉 = φ(−n)(0)|0〉 .

We wish to verify that every sensible representation of the Virasoro algebra

is characterized by such a highest weight state. Generally we are interested in

scaling operators, i.e. operators of fixed conformal weight, whose associated

states diagonalize the action of L0. Thus we focus on eigenstates |ψ〉 of L0,

say with L0|ψ〉 = hψ|ψ〉. Then since [L0, Ln] = −nLn, we have L0Ln|ψ〉 =

(hψ − n)Ln|ψ〉 and Ln lowers the eigenvalue of L0 for n > 0. But dilatation in

z on the plane, generated by L0 + L0, corresponds to translation in σ0 on the

cylinder, generated by the energy H . L0 + L0 should thus be bounded below

in any sensible quantum field theory. Since L0 and L0 reside in independent

holomorphic and anti-holomorphic algebras, they must be separately bounded

from below. By acting with Ln’s, we must therefore ultimately reach a state

annihilated by Ln, n > 0 (and similarly by Ln). This state is the highest weight,

or primary, state, that we have been calling |h〉. We see that we can regard the
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Ln’s, n > 0, as an infinite number of harmonic oscillator annihilation operators

and the L†
n = L−n’s as creation operators. The representation theory of the

Virasoro algebra thus resembles that of SU(2), with L0 playing the role of J3

and the L±n’s playing the roles of an infinite number of J∓’s.

We also wish to show that every state in a positive Hilbert space can be

expressed as a linear combination of primary and descendant states. Suppose

not, i.e. suppose that there exists a state |λ〉 that is not a descendant of a highest

weight state. Then in a positive metric theory, we can decompose |λ〉 = |δ〉+|ψ〉,
where |ψ〉 is orthogonal to all descendants |δ〉. If |ψ〉 has L0 eigenvalue hψ, let

K = [hψ] (the greatest integer part). Now consider some order K combination

of the Lni ’s (such that
∑
ni = K for any term), symbolically denoted LK . Then

|h〉 = LK |ψ〉 is a highest weight state with h = hψ−K (it must be annihilated by

all the Ln’s, n > 0, since otherwise they would create a state with h < 0). But

we also have 〈h|h〉 = 〈ψ|L†
K |h〉 = 0, since 〈ψ| is orthogonal to all descendants.

It follows that |h〉 = 0. We next consider the state L(K−1)|ψ〉 = |h+ 1〉, where

L(K−1) is order (K − 1) in the Ln’s. The same argument as above shows that

|h+ 1〉 too must be highest weight but have zero norm, and consequently must

vanish. By induction we find that |ψ〉 itself is a highest weight state, concluding

the argument.

With this characterization of the Hilbert space of states in hand, we turn

to a more detailed consideration of the state representations of the Virasoro

algebra. (Via the correspondence between states and fields, we could equally

proceed in terms of the fields (3.25), but framing the discussion in terms of

states turns out to be slightly more convenient for our purposes.) Starting from

a highest weight state |h〉, we build the set of states

level dimension state

0 h |h〉

1 h+ 1 L−1|h〉

2 h+ 2 L−2|h〉, L2
−1|h〉

3 h+ 3 L−3|h〉, L−1L−2|h〉, L3
−1|h〉

· · ·

N h+N P (N) states ,

(4.1)
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known as a Verma module. We are not guaranteed however that all the above

states are linearly independent. That depends on the structure of the Virasoro

algebra (3.8a) for given values of h and c. A linear combination of states

that vanishes is known as a null state, and the representation of the Virasoro

algebra with highest weight |h〉 is constructed from the above Verma module

by removing all null states (and their descendants).

(It is useful at this point to contrast the situation in two dimensions with

that of higher dimensions, where the conformal algebra is finite dimensional.

The finite dimensional analog in two dimensions is the closed SL(2,C) subalge-

bra generated by L0,±1, L0,±1. Its irreducible representations are much smaller

than those of the full infinite dimensional Virasoro algebra. In general an ir-

reducible representation of the Virasoro algebra contains an infinite number of

SL(2,C) representations, whose behavior is thereby tied together. It is this ad-

ditional structure that enables a more extensive analysis of conformal theories

in two dimensions.)

Let us now consider the consequences of a linear combination of states that

vanishes. At level 1, the only possibility is that

L−1|h〉 = 0 ,

but this just implies that h = 0, i.e. |h〉 = |0〉. At level 2, on the other hand, it

may happen that

L−2|h〉 + aL2
−1|h〉 = 0

for some value of a. By applying L1 to the above equation, we derive a consis-

tency condition,

[L1, L−2]|h〉 + a[L1, L
2
−1]|h〉 = 3L−1|h〉 + a(L−12L0 + 2L0L−1)|h〉

=
(
3 + 2a(2h+ 1)

)
L−1|h〉 = 0 ,

which requires that a = −3/2(2h+ 1). By applying L2, we find that

[L2, L−2]|h〉 + a[L2, L
2
−1]|h〉 =

(
4L0 +

c

12
6
)
|h〉 + 3aL1L−1|h〉

= (4h+ c/2 + 6ah) |h〉 = 0 ,
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so that the central charge must satisfy c = 2(−6ah−4h) = 2h(5−8h)/(2h+1).

We conclude that a highest weight state |h〉 of the Virasoro algebra at this value

of c satisfies (
L−2 −

3

2(2h+ 1)
L2
−1

)
|h〉 = 0 . (4.2)

Such a state |h〉, with a null descendant at level 2, is also called degenerate at

level 2.

For a degenerate primary field, the analogous statement is

(
L̂−2 −

3

2(2h+ 1)
L̂2
−1

)
φ = 0 .

By (3.27), correlation functions of such a field are annihilated by the differential

operator L−2− 3
2(2h+1)L2

−1. To express this differential equation in a form that

will prove useful later, we write L̂−2φ = −aL̂2
−1φ = −a ∂2

∂z2φ for a field φ

degenerate at level 2. From the definition (3.23), as z → w,

L̂−2φ(w,w) = T (z)φ(w,w) − hφ(w,w)

(z − w)2
− ∂φ(w,w)

z − w
− . . . ,

together with (2.22) in the limit z → w1, we derive

− a
∂2

∂w2
1

〈
φ1(w1, w1) . . . φn(wn, wn)

〉

=
〈(

T (z)φ1(w1, w1) −
hφ1(w1, w1)

(z − w1)2
− ∂φ1(w1, w1)

z − w1

)

· φ2(w2, w2) . . . φn(wn, wn)
〉

z→w1

=
∑

j 6=1

(
hj

(w1 − wj)2
+

1

w1 − wj

∂

∂wj

)〈
φ1(w1, w1) . . . φn(wn, wn)

〉
.

(4.3)

This is a second order differential equation for any n-point function involving a

primary field φ1 with a null descendant at level 2. In the case of 4-point func-

tions, the solutions to (4.3) are expressible in terms of standard hypergeometric

functions. In section 5, we shall show how monodromy conditions can be used

to select particular solutions that are physically relevant.
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4.2. Kac determinant

At any given level, the quantity to calculate to determine more generally

whether there are any non-trivial linear relations among the states is the matrix

of inner products at that level. A zero eigenvector of this matrix gives a linear

combination with zero norm, which must vanish in a positive definite Hilbert

space. At level 2, for example, we work in the 2×2 basis L−2|h〉, L2
−1|h〉, and

calculate
(
〈h|L2L−2|h〉 〈h|L2

1 L−2|h〉
〈h|L2L

2
−1|h〉 〈h|L2

1 L
2
−1|h〉

)
=

(
4h+ c/2 6h

6h 4h(1 + 2h)

)
. (4.4a)

We can write the determinant of this matrix as

2(16h3− 10h2 +2h2c+hc) = 32
(
h−h1,1(c)

)(
h−h1,2(c)

)(
h−h2,1(c)

)
, (4.4b)

where h1,1(c) = 0 and h1,2, h2,1 = 1
16 (5 − c) ∓ 1

16

√
(1 − c)(25 − c). The h = 0

root is actually due to the null state at level 1, L−1|0〉 = 0, which implies

also the vanishing L−1

(
L−1|0〉

)
= 0. This is a general feature: if a null state

|h + n〉 = 0 occurs at level n, then at level N there are P (N − n) null states

L−n1 · · ·L−nk
|h + n〉 = 0 (with

∑
i ni = N − n). Thus a null state for some

value of h that first appears at level n implies that the determinant at level N

will have a
[
P (N − n)

]th
order zero for that value of h (and the first term in

the product (4.4b) can be reexpressed as
(
h− h1,1(c)

)P (1)
to reflect its origin).

At level N , the Hilbert space consists of all states of the form

∑

{ni}
an1···nk

L−n1
· · ·L−n

k
|h〉 ,

where
∑

i ni = N . We can pick P (N) basis states as in (4.1), and the level

N analog of (4.4a, b) is to take the determinant of the P (N)×P (N) matrix

MN (c, h) of inner products of the form

〈h|Lm
`
· · ·Lm1

L−n1
· · ·L−n

k
|h〉

(where
∑`

i=1mi =
∑k

j=1 nj = N). If detMN (c, h) vanishes, then there exists

a linear combination of states with zero norm for that c, h. If negative, then
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the determinant has an odd number of negative eigenvalues (i.e. at least one).

The representation of the Virasoro algebra at those values of c and h includes

states of negative norm, and is consequently not unitary.

The formula generalizing (4.4b),

detMN (c, h) = αN
∏

pq≤N
(h− hp,q(c))

P (N−pq) , (4.5a)

is due to Kac and was proven in [16]. The product in (4.5a) is over all positive

integers p, q whose product is less than or equal to N , and αN is a constant inde-

pendent of c and h. The hp,q(c)’s are most easily expressed by reparametrizing

c in terms of the (in general complex) quantity

m = −1

2
± 1

2

√
25 − c

1 − c
.

Then the hp,q’s of (4.5) are given by

hp,q(m) =

[
(m+ 1)p−mq

]2 − 1

4m(m+ 1)
. (4.5b)

(For c < 1 we conventionally choose the branch m ∈ (0,∞) — in any event

the determinant (4.5a) is independent of the choice of branch since it can be

compensated by the interchange p ↔ q in (4.5b).) We easily verify that (4.5)

reduces to (4.4b) for N = 2. We also note that c is given in terms of m by

c = 1− 6/m(m+ 1). Finally we point out that the values of the hp,q’s in (4.5b)

possess the symmetry p→ m− p, q → m+ 1 − q.

Although (4.5) can be proven by relatively straightforward methods, we

shall not undertake to reproduce a complete proof since only the result itself will

be needed in what follows. Here we briefly indicate how the proof goes[16][17].

To begin with one writes down an explicit set of states parametrized by in-

tegers p, q, shows that they are null, and calculates their eigenvalue h. Since

detMN (c, h) is a polynomial in h, it can be determined up to a constant by its

zeros in h and their multiplicities. Making use of the observation after (4.4b)

that a zero of detMn leads to a multiplicity P (N − n) zero of detMN , the
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explicit enumeration of states shows that detMN has at least all the zeros ap-

pearing on the right hand side of (4.5a). To show that this is indeed the full

polynomial, i.e. that there are no other zeroes, it suffices to show that the order

of the r.h.s. of (4.5a) coincides with the order νN of detMN(c, h) as a poly-

nomial in h. This latter order can be determined by noting that the highest

power of h in detMN (c, h) comes from the product of the diagonal elements

of the matrix MN(c, h) (these elements result in the maximum number of L0’s

generated by commuting Lk’s through an identical set of L−k’s). The diagonal

element for a state L−n1
· · ·L−nk

|h〉 gives a contribution proportional to hk.

The order of detMN(c, h) is thus given by

νN =
∑

{n1+...+nk=N}
k =

∑

pq≤N
P (N − pq) ,

where the summation on the left is over all {ni > 0} with
∑k

i=1 ni = N , and

the right hand side follows from a standard number theoretic identity. We see

that the order of the polynomial on the right hand side of (4.5a) coincides with

that of detMN (h, c), showing that the states explicitly exhibited in [16],[17]

exhaust all the zeros and hence determine the determinant up to a constant.

4.3. Sketch of non-unitarity proof

Now we are ready to investigate the values of c and h for which the Vi-

rasoro algebra has unitary representations[18]. In field theory, unitarity is the

statement of conservation of probability and is fundamental. In statistical me-

chanical systems, it does not necessarily play as central a role. There unitarity

is expressed as the property of reflection positivity, and consequently the exis-

tence of a hermitian transfer matrix. Statistical mechanical systems that can

be described near a second order phase transition by an effective field theory

of a local order parameter, however, are always expected to be described by a

unitary theory. Higher derivative interactions which might spoil unitarity of a

Lagrangian theory are generically irrelevant operators, and do not survive to

the long distance effective theory. For the remainder here, we will thus restrict

attention to unitary theories. (That is not to say, however, that unitary theories
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necessarily exhaust all cases of interest. The Q→ 0 limit of the Q-state Potts

model, for example, useful in studying percolation, is not described by a local

order parameter and is not a unitary theory. The Yang-Lee edge singularity

also appears in a non-unitary theory, in this case due to the presence of an

imaginary field.)

The analysis of unitary representations of the Virasoro algebra proceeds

from a study of the Kac determinant (4.5). As mentioned in the previous

subsection, if the determinant is negative at any given level it means that there

are negative norm states at that level and the representation is not unitary.

If the determinant is greater than or equal to zero, further investigation can

determine whether or not the representation at that level is unitary.

In the region c > 1, h ≥ 0, it is easy to see that there are no zeroes of

the Kac determinant (4.5) at any level. For 1 < c < 25, m is not real, and the

hp,q’s of (4.5b) either have an imaginary part or (for p = q) are negative. For

c ≥ 25 we can choose the branch −1 < m < 0 and find that all the hp,q’s are

negative. Now we can show that the non-vanishing of detMN in this region

implies that all the eigenvalues of MN are positive. This is because for h large,

the matrix becomes dominated by its diagonal elements (as shown at the end

of the previous subsection, these are highest order in h). Since these matrix

elements are all positive, the matrix has all positive eigenvalues for large h. But

since the determinant never vanishes for c > 1, h ≥ 0, all of the eigenvalues

must stay positive in the entire region.

On the boundary c = 1, the determinant vanishes at the points h = n2/4

but does not become negative. Thus the Kac determinant (4.5) poses no ob-

stacle in principle to having unitary representations of the Virasoro algebra for

any c ≥ 1, h ≥ 0.

Only the region 0 < c < 1, h > 0 is delicate to treat, although all steps in

the argument are elementary. First we draw the vanishing curves h = hp,q(c)

in the h, c plane (see fig. 6), by reexpressing (4.5b) in the form

hp,q(c) =
1 − c

96



(

(p+ q) ± (p− q)

√
25 − c

1 − c

)2

− 4


 . (4.5b′)
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(In this form it is evident that the convention for which branch in m is chosen is

compensated by the interchange p↔ q). The behavior near c = 1 is determined

by taking c = 1 − 6ε which gives, to leading order in ε,

hp,q
(
c = 1 − 6ε

)
=

1

4
(p− q)2 +

1

4
(p2 − q2)

√
ε (p 6= q)

hp,p
(
c = 1 − 6ε

)
=

1

4
(p2 − 1)ε .

By analyzing the curves (4.5b′), it is easy to show that one may connect any

point in the region 0 < c < 1, h > 0 to the c > 1 region by a path that crosses

a single vanishing curve of the Kac determinant at some level. The vanishing is

due to a single eigenvalue crossing through zero, so the determinant reverses sign

passing through the vanishing curve and there must be a negative norm state at

that level. This excludes unitary representations of the Virasoro algebra at all

points in this region, except those on the vanishing curves themselves where the

determinant vanishes. A more careful analysis[18] of the determinant shows that

there is an additional negative norm state everywhere on the vanishing curves

except at certain points where they intersect, as indicated in fig. 6.

This discrete set of points, where unitary representations of the Virasoro

algebra are not excluded, occur at values of the central charge

c = 1 − 6

m(m+ 1)
m = 3, 4, . . . (4.6a)

(m = 2 is the trivial theory c = 0). To each such value of c there arem(m−1)/2

allowed values of h given by

hp,q(m) =

[
(m+ 1)p−mq

]2 − 1

4m(m+ 1)
(4.6b)

where p, q are integers satisfying 1 ≤ p ≤ m− 1, 1 ≤ q ≤ p.

Thus we see that the necessary conditions for unitary highest weight repre-

sentations of the Virasoro algebra are (c ≥ 1, h ≥ 0) or (4.6a, b). That the latter

of these two conditions is also sufficient, i.e. that there indeed exist unitary rep-

resentations of the Virasoro algebras for these discrete values of c, h, was shown

in [19] via a coset space construction (to be discussed in section 9). The overall
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Fig. 6. First few vanishing curves h = hp,q(c) in the h, c plane.

status of conformal field theories with c ≥ 1 is not as yet well understood, and

much effort is currently being expended to develop more powerful techniques
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to investigate them.

4.4. Critical statistical mechanical models

We pause here to emphasize the import of (4.6a, b). The representation

theory of the Virasoro algebra in principle allows us to describe the possible

scaling dimensions of fields of two dimensional conformal field theories, and

thereby the possible critical indices of two dimensional systems at their second

order phase transitions. In the case of unitary systems with c ≤ 1, this has

turned out to give a complete classification of possible two dimensional critical

behavior. We shall later see how to identify the particular representations of

the Virasoro algebra which occur in the description of a given two dimensional

system at its critical point. (In Cardy’s lectures (section 3.2), we have already

seen how to calculate the central charge of the Q-state Potts model.)

While the c < 1 discrete series distinguishes a set of representations of the

Virasoro algebra, it is not obvious that these should be realized by readily con-

structed statistical mechanical model at their critical points. The first few mem-

bers of the series (4.6a) with m = 3, 4, 5, 6, i.e. central charge c = 1
2 ,

7
10 ,

4
5 ,

6
7 ,

were associated in [18] respectively with the critical points of the Ising model,

tricritical Ising model, 3-state Potts model, and tricritical 3-state Potts model,

by comparing the allowed conformal weights (4.6b) with known scaling dimen-

sions of operators in these models. The first of these, m = 3, we will treat

in great detail in the next section. In general, there may exist more than one

model at a given discrete value of c < 1, corresponding to different consistent

subsets of the full unitarity-allowed operator content (4.6b).

By coincidence, at roughly the same time as the unitarity analysis, the

authors of [20] had constructed a new series of exactly solvable models of RSOS

(restricted solid-on-solid) type. The critical points of these models models were

quickly identified[21] to provide particular realizations of all members of the

discrete series (4.6a). The RSOS models of [20] are defined in terms of height

variables `i that live at the sites of a square lattice. The heights are subject to

the restriction `i = 1, . . . ,m, and nearest neighbor heights are also constrained

to satisfy `i = `j±1. m is here an integer parameter that characterizes different
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models. The Boltzmann weights for the models are given in terms of four-height

interactions around each plaquette of the lattice (known as ‘IRF’ interactions

for ‘interactions round a face’). These weights are defined so that each model

has a second order phase transition at a self-dual point. The continuum limit

theory of the RSOS model with heights restricted to take values from 1 to

m turns out to give a realization of the Virasoro algebra with central charge

c = 1 − 6/m(m + 1). (The nearest neighbor constraint in the case m = 3, for

example, causes the lattice to decompose to an even sublattice on which `i = 2

for all sites, and an odd sublattice on which `i = 1, 3. The even sublattice

decouples, and the remaining 2-state model on the odd sublattice is the Ising

model.) Other models of RSOS type were later constructed[22] and have critical

points also described by unitary representations of the Virasoro algebra with

c < 1, but have a different operator content than the models of [20]. For

example, the model of [20] with m = 5 (c = 4/5) is in the universality class

of the tetracritical Ising model, whereas a model of [22] with the same value

of c is in the universality class of the 3-state Potts model (these two may be

associated respectively to the Dynkin diagrams of A5 and D4). We shall return

to say a bit more about these models in section 9.

4.5. Conformal grids and null descendants

To prepare for our discussion of the operator content in later sections, we

need a convenient way of organizing the allowed highest weights hp,q of (4.6b).

As noted, the hp,q are invariant under p → m − p, q → m + 1 − q. Thus if

we extend the range of q to 1 ≤ q ≤ m, we will have a total of m(m − 1)

values of hp,q with each appearing exactly twice. It is frequently convenient to

arrange this extended range in an (m− 1)×m “conformal grid” with columns

labeled by p and rows by q. For the cases m = 3 (Ising model, c = 1/2), m = 4

(tricritical Ising model, c = 7/10), and m = 5 (3-state Potts model, c = 4/5),

we find the conformal weights tabulated in fig. 7. Note that the symmetry in p

and q mentioned above means that the diagram is left invariant by a rotation

by π about its center. The singly-counted set of operators with q ≤ p are those

below the q = p diagonal in fig. 7. Another way of eliminating the double

counting is to restrict to operators with p+ q even — this selects operators in

a checkerboard pattern starting from the identity operator at lower left.
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Fig. 7. Conformal grids for the cases m = 3, 4, 5 (c = 1
2 ,

7
10 ,

4
5 ).

In general we have seen from the Kac determinant formula that the primary

state with L0 eigenvalue hp,q has a null descendant at level pq. For the three

allowed values h1,1 = 0, h2,1 = 1
2 , and h1,2 = 1

16 at m = 3, the associated null

states at levels one and two were determined to be

L−1|0〉 = 0 (4.7a)

and (from (4.2))

(
L−2 −

3

2(2h2,1 + 1)
L2
−1

) ∣∣ 1
2

〉
=

(
L−2 −

3

4
L2
−1

) ∣∣ 1
2

〉
= 0

(
L−2 −

3

2(2h1,2 + 1)
L2
−1

) ∣∣ 1
16

〉
=

(
L−2 −

4

3
L2
−1

) ∣∣ 1
16

〉
= 0 .

(4.7b)

For higher values of m, null states begin to occur at higher levels pq. For m = 4,

for example, the state |h3,1〉 =
∣∣ 3
2

〉
has a null descendant at level three, and is

thus annihilated by a linear combination of L−3, L−2L−1, and L3
−1, as easily

determined by applying the commutation rules of the Virasoro generators with

c = 7/10.

5. Identification of m = 3 with the critical Ising model

The unitary representation theory of the Virasoro algebra plays the same

role in studying two dimensional critical phenomena as representation theory

of finite and Lie groups plays in other branches of physics. Once the relevant
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symmetry group of a physical system has been identified, the analysis of its

spectrum and interactions is frequently reduced to a straightforward exercise in

group representation theory and branching rules. For a given critical statistical

mechanical model, the 2-point correlation functions allow an identification of

the scaling weights of the operators in the theory and in many cases that is

sufficient to identify the relevant representation of the Virasoro algebra. We

have already mentioned that the discrete unitary series with c < 1, for example,

provides a set of possibilities for 2d critical behavior that can be matched up

with that of known statistical mechanical systems.

We shall now make explicit the identification of the first member of the

discrete unitary series, i.e. the case m = 3 with c = 1/2, with the Ising model

at its critical point. Up to now we have concentrated on the analytic dependence

T (z) of the stress-energy tensor. The physical systems we shall consider here

also have a non-trivial T (z) with central charge c = c. The primary fields in our

theory are thus described by the two scaling weights h and h (the eigenvalues of

the associated highest weight state under L0 and L0). The simplest possibility

is to consider the left-right symmetric fields Φp,q(z, z) = φp,q(z)φp,q(z) with

conformal weights (h, h)

Φ1,1 : (0, 0) Φ2,1 : (1
2 ,

1
2 ) Φ1,2 : ( 1

16 ,
1
16 ) (5.1)

(we shall later infer that this is the only possibility allowed by modular invari-

ance for the theory on a torus).

5.1. Critical exponents

The (0, 0) field above is present in every theory and is identified as the

identity operator. To compare the remaining fields in (5.1) with those present

in the conventional description of the Ising model on a lattice, we need to make

a brief digression into some of the standard lore of critical phenomena. (For

a review of the material needed here, see [23].) Suppose we have a system

with an order parameter σ (such as the spin (σ = ±1) in the Ising model.

Suppose further that the system has a 2nd order transition separating a high

59

temperature (disordered) phase with 〈σ〉 = 0 from a low temperature (ordered)

phase with 〈σ〉 6= 0. In the high temperature phase the 2-point function of the

order parameter will fall off exponentially 〈σn σ0〉 ∼ exp(−|n|/ξ), where the

correlation length ξ depends on the temperature (we see ξ−1 can be regarded

as a mass for the theory). At the critical point the correlation length diverges

(theory becomes massless) and the 2-point function instead falls off as a power

law

〈σn σ0〉 ∼
1

|n|d−2+η
,

where d is the dimension of the system and this expression defines the criti-

cal exponent η. Another exponent, ν, can be defined in terms of the 4-point

function at criticality

〈εn ε0〉 ∼ 〈σnσn+1σ0σ1〉 ∼
1

|n|2(d−1/ν)
(5.2)

(more precisely εn should be defined by averaging over all nearest neighbor sites

to n, but for our purposes here any one nearest neighbor, which we denote n+1,

suffices).

The critical exponents calculated for the two dimensional Ising model are

η = 1/4, ν = 1. Therefore the 2-point function behaves as

〈σnσ0〉 ∼
1

|n|1/4 ∼ 1

r2∆σ
,

where the r dependence is appropriate for the 2-point function of a conformal

field of scaling dimension ∆σ = hσ + hσ and spin sσ = hσ − hσ = 0. We see

that ∆σ = 2hσ = 2hσ = 1/8 and hence the ( 1
16 ,

1
16 ) field in (5.1) should be

identified with the spin σ of the Ising model. The energy operator, on the other

hand, satisfies

〈εnε0〉 ∼
1

|n|2∆ε
.

Its scaling weight, then, can be identified from (5.2) with ν = 1 as d − 1/ν =

1 = ∆ε = hε + hε. Thus the (1
2 ,

1
2 ) field in (5.1) should be identified with the

energy operator of the Ising model. This completes the identification of the
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primary fields in the Ising model, which turns out to have a total of only three

conformal families.

(Although we have chosen to introduce the exponents η and ν in terms of

critical correlation functions, we mention that many exponents are also defined

in terms of off-critical correlation functions. Different definitions of the same

exponent are related by the scaling hypothesis. The critical exponent ν, for

example, is defined alternatively in terms of the divergence of the correlation

length close to criticality,

ξ ∼ t−ν ,

where t = (T − Tc)/Tc parametrizes the deviation of temperature from the

critical temperature Tc. Another common critical exponent is defined similarly

in terms of the divergence of the specific heat,

C ∼ t−α ,

near the critical point.

Now according to the scaling hypothesis, the divergence of all thermody-

namic quantities at the critical point is due to their dependence on the correla-

tion length ξ. Dimensional analysis thus allows us to find relations between crit-

ical exponents. For example the free energy density has dimension (length)−d

in d-dimensions so we find

f ∼ ξ−d ∼ tνd .

The specific heat, on the other hand, is given by

C ∼ ∂2f

∂t2
∼ tνd−2 ,

so the scaling hypothesis implies the relation α = 2 − νd. Finally the energy

density itself satisfies

ε ∼ ∂f

∂t
∼ tνd−1 ∼ ξ−(νd−1)/ν , (5.3)

and comparing with (5.2) we see that the scaling hypothesis implies coincidence

of the two definitions of ν.
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To make the relationship more precise, we consider the continuum limit of

the correlation function

〈
ε(r)ε(0)

〉
=

1

rp
g(r/ξ)

close to criticality. Then the specific heat satisfies

C ∼ ∂2f

∂t2
∼
∫
ddr

〈
ε(r)ε(0)

〉
∼ ξd−p ∼ t−ν(d−p) ∼ t−α ,

so that p = d−α/ν = 2(d−1/ν). At the critical point, ξ → ∞, and
〈
ε(r) ε(0)

〉
=

g(0)/rp = g(0)/r2(d−1/ν), in accord with the definition (5.2).

We note from (5.3) that in two dimensions the scaling weight of a spinless

energy operator is hε = hε = (1 − α)/(2 − α). For other magnetization type

operators, one can define exponents β by m ∼ tβ , and proceeding as above we

find

m ∼ tβ ∼ ξ−β/ν ∼ ξ−dβ/(2−α) .

For spinless magnetization type operators in two dimensions, we thus have

hm = hm = β/(2 − α). The reader might benefit from repeating the argument

of the preceding paragraph to see how the exponent β may be alternatively

defined via a 2-point function at the critical point.)

In (3.5), we introduced another c = c = 1
2 system consisting of free fermions

ψ(z) and ψ(z). In [24], it is shown that the Ising model can generally be written

as a theory of a free lattice fermion. At the critical point the fermion becomes

massless and renormalizes onto a massless continuum fermion. The free fermion

system (3.5) thus turns out to be equivalent to the critical Ising model field

theory. From the standpoint of the free fermion description of the Ising critical

point, we see that the energy operator corresponds to the (1
2 ,

1
2 ) field ψ(z)ψ(z).

Moving away from criticality by adding a perturbation proportional to the

energy operator thus corresponds to adding a mass term δmψ(z)ψ(z). The

emergence of the ( 1
16 ,

1
16 ) field σ in the fermionic language, on the other hand,

is not as immediately obvious. In section 6 we shall see why a field of that

weight should naturally occur. In section 7 we shall further exploit the free

fermion representation of the Ising model to investigate its spectrum.

62



As described in Cardy’s lectures, the Ising model also possesses a disorder

operator µ, dual to the spin σ. Since the critical point occurs at the self-dual

point of the model, at the critical point the field µ(z, z) will have the same

conformal weights and operator algebra as the spin field σ(z, z). Thus the full

operator content of the Ising model includes two ( 1
16 ,

1
16 ) fields, although the

two are not mutually local (and neither is local with respect to the fermions ψ,

ψ ). Both σ and µ are each individually local, on the other hand, with respect

to the energy operator ε.

5.2. Critical correlation functions of the Ising model

Since, as noted after (3.30), the non-vanishing operator products for any

members of conformal families are determined by those of the primaries, it is

possible to write “fusion rules” [φi][φj ] =
∑

k[φk] for conformal families. They

determine which conformal families [φk] may have their members occurring in

the operator product between any members of conformal families [φi] and [φj ].

In the case of the Ising model, we write the three conformal families associated

to the primary fields of (5.1) as 1, [ε], and [σ]. The fusion rules allowed by the

spin reversal (σ → −σ) and duality (ε → −ε) symmetries of the critical Ising

model are
[σ][σ] = 1 + [ε]

[σ][ε] = [σ]

[ε][ε] = 1 .

(5.4)

We shall shortly confirm that 4-point correlation functions in the critical Ising

model are consistent with the non-vanishing operator products represented by

(5.4).

In the conformal field theory description of the critical point, both the en-

ergy and spin (order/disorder) operators of (5.1) have null descendants at level

2. That means that any correlation function of these operators will satisfy a

second order differential equation. Specifically from (4.7b) we see that corre-

lation functions involving either µ or σ will be annihilated by the differential
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operator (L−2 − 4
3L2

−1). From (4.3), we find furthermore that any correlation

function of σ’s and µ’s,

G(2M,2N) =
〈
σ(z1, z1) · · ·σ(z2M , z2M )

µ(z2M+1, z2M+1) · · ·µ(z2M+2N , z2M+2N )
〉
,

will satisfy the differential equations (i = 1, . . . , 2M + 2N)


4

3

∂2

∂z2
i

−
2M+2N∑

j 6=i

(
1/16

(zi − zj)2
+

1

zi − zj

∂

∂zj

)
G(2M,2N) = 0 , (5.5)

and similarly for zi → zi.

Here we shall illustrate (following Appendix E of [1]) how these differential

equations can be used to determine the 4-point function G(4) of four σ’s at the

critical point of the Ising model. The constraints of global conformal invariance

discussed in section 2 first of all require that

G(4) =
〈
σ(z1, z1)σ(z2, z2)σ(z3, z3)σ(z4, z4)

〉

=

(
z13z24

z12z23z34z41

)1/8(
z13z24

z12z23z34z41

)1/8

F (x, x)
(5.6)

where x = z12z34/z13z24 is the conformally invariant cross-ratio and zij =

zi − zj. (To facilitate comparison with the conventional Ising model result I

have absorbed some additional x dependence in the prefactor to F in (5.6) with

respect to the canonical form of 4-point functions given in (2.6). The result is

also frequently cited in terms of the prefactor in (5.6) written in the equivalent

form
∣∣z13 z24 x(1 − x)

∣∣−1/4
.)

(5.5) then yields the second order ordinary differential equation

(
x(1 − x)

∂2

∂x2
+
(

1
2 − x

) ∂

∂x
+

1

16

)
F (x, x) = 0 (5.7)

satisfied by F (and a similar equation with x → x). (5.7) has regular singu-

lar points at x = 0, 1,∞ and the exponents at these singular points can be

obtained by standard asymptotic analysis. The two independent solutions are

expressible as hypergeometric functions which in the case at hand reduce to the
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elementary functions f1,2(x) =
(
1 ±

√
1 − x

)1/2
. Taking also into account the

z dependence, G(4) takes the form

G(4) =

∣∣∣∣
z13z24

z12z23z34z41

∣∣∣∣
1/4 2∑

i,j=1

aij fi(x)fj(x) . (5.8)

But when x is the complex conjugate of x, single-valuedness of G(4) allows only

the linear combination a
(∣∣f1(x)

∣∣2 +
∣∣f2(x)

∣∣2). The resulting expression agrees

with that derived directly in the critical Ising model[25].

Now that we have determined the 4-point function, it is possible to identify

the coefficient Cσσε in the operator product expansion

σ(z1, z1)σ(z2, z2) ∼
1

z
1/8
12 z

1/8
12

+ Cσσε z
3/8
12 z

3/8
12 ε(z2, z2) + . . . , (5.9)

where the first term fixes the normalization conventions for the σ’s. (5.9) implies

that (5.6) must behave in the x→ 0 limit as

G(4) ∼ 1

|z12|1/4
1

|z34|1/4
+ C2

σσε

|z12|3/4|z34|3/4
|z24|2

+ . . . . (5.10)

Comparison of the first term above with the leading small x behavior of (5.8)

determines that a = a11 = a22 = 1
2 , i.e.

G(4) =
1

2

∣∣∣∣
z13z24

z12z23z34z41

∣∣∣∣
1/4 (∣∣1 +

√
1 − x

∣∣+
∣∣1 −

√
1 − x

∣∣
)
. (5.11)

Comparing the next leading terms of (5.10) and (5.11) as x→ 0 we find Cσσε =
1
2 . The non-vanishing operator product coefficients considered thus far are

consistent with the fusion rules (5.4).

Similar methods may be used to obtain the other 4-point functions. Instead

of (5.6), we can calculate

G(2,2) =
〈
σ(z1, z1)µ(z2, z2)σ(z3, z3)µ(z4, z4)

〉

=

∣∣∣∣
z13z24

z12z23z34z41

∣∣∣∣
1/4

F (x, x) .
(5.12)
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G(2,2) satisfies the same differential equation (5.7), only now we require the solu-

tion to be double-valued as z1 is taken around z2 (x taken around 0). This allows

another solution with a21 = −a12, a11 = a22 = 0. In the limit x → ∞ (z1 →
z3, z2 → z4), we have G(2,2) ∼

〈
(σ(z1, z1)σ(z3, z3)

〉〈
(µ(z2, z2)µ(z4, z4)

〉
=

|z13 z24|−1/4, the same leading behavior as in (5.10). This determines a21 =

−a12 = i
2 , i.e.

G(2,2) =
i

2

∣∣∣∣
z13z24

z12z23z34z41

∣∣∣∣
1/4 [(

1 −
√

1 − x
)1/2(

1 +
√

1 − x
)1/2

−
(
1 +

√
1 − x

)1/2(
1 −

√
1 − x

)1/2]
.

(5.13)

In the next section we will use the non-leading terms in (5.13) to determine

some of the operator product coefficients involving σ and µ.

In principle one can use the (p, q) → (m−p,m+1−q) symmetry of (4.5b) to

generate both an order pq and an order (m−p)(m+1− q) differential equation

for correlation functions involving a φp,q operator. In some cases[26], combining

the two equations allows one to derive a lower order differential equation for

correlation functions involving the field in question. For the (m = 3) Ising

model, for example, this procedure gives both second and third order differential

equations for correlation functions involving the operator ε = Φ2,1. These can

be combined to give readily solved first-order partial differential equations for

the 4-point functions 〈εεεε〉 and 〈εεσσ〉.

5.3. Fusion rules for c < 1 models

Although rather cumbersome in general, the above differential equation

method in principle gives the correlation functions of any set of degenerate op-

erators and can be used to determine the operator product coefficients Cijk (for

the 3-state Potts model this has been carried out in [27]). A different method,

based on the background charge ideas described after (3.4), gives instead in-

tegral representations for the correlation functions which have been studied

extensively in [10]. Again the results for the 4-point functions can be used to

infer the Cijk’s.
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Applied directly to the 3-point functions, the above differential equation

method does not determine the Cijk ’s, but does give useful selection rules that

determine which are allowed to be non-vanishing. For example, the 3-point

function
〈
φ2,1(z1)φp,q(z2)φp′,q′(z3)

〉
is annihilated by the second order differ-

ential operator L−2 − 3
2(2h2,1+1)L2

−1. If we substitute the operator product

expansion for φ2,1(z1) and φp,q(z2) into this differential equation and consider

the most singular term as z1 → z2, the characteristic equation gives a quadratic

relation between hp,q and hp′,q′ which is satisfied only for p′ = p±1 and q′ = q.

For 3-point functions involving φ1,2, we find similar the selection rule p′ = p

and q′ = q ± 1.

By considering multiple insertions of φ1,2 and φ2,1 and using associativity

of the operator product expansion, it is possible to derive the general selection

rules for non-vanishing
〈
φp1,q1φp2,q2φp3,q3

〉
. If we choose the φp,q’s of fig. 7 with

p = 1, . . . ,m − 1, q = 1, . . . ,m, and p + q even, these selection rules may be

expressed as

φp1,q1
× φp2,q2

=

min(p1+p2−1,

2m−1−(p1+p2) )∑

p3=|p1−p2|+1

min(q1+q2−1,

2m+1−(q1+q2) )∑

q3=|q1−q2|+1

φp3,q3
. (5.14)

The selection rules take a more intuitive form reexpressed in terms of ‘spins’

pi = 2ji + 1, qi = 2j′i + 1. They then resemble SU(2) branching rules, i.e.

allowed j3 are those that appear in the decomposition of j1 × j2 considered

as representations of SU(2) (and cyclic permutations). The same conditions

must be satisfied by the j′’s. These conditions allow, among other things, non-

vanishing Cijk ’s only for all p’s odd (all vector-like) or two even, one odd (two

spinor-like, one vector-like). The selection rules are not quite those of SU(2)

because of the upper restriction involving m on the summations. In fact they

are the selection rules instead for what is known as affine SU(2) (at levels

k = m−2 and m−1 respectively for p and q). We will derive the selection rules

(5.14) from this point of view when we discuss affine algebras and the coset

construction of these models in section 9.
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We have deliberately written (5.14) in a notation slightly different from

(5.4). (5.14) involves only the holomorphic parts of the fields and determines a

commutative associative algebra. In general we write such fusion rules as[28]

φi × φj =
∑

k

Nij
kφk , (5.15)

where the φi’s denote a set of primary fields. In the event that the chiral al-

gebra is larger than the Virasoro algebra, they should be taken as the fields

primary with respect to the larger algebra (later on we shall encounter exam-

ples of extended chiral algebras). The Nij
k’s on the right hand side of (5.15)

are integers that can be interpreted as the number of independent fusion paths

from φi and φj to φk (the k index is distinguished to allow for the possibility of

non-self-conjugate fields). (5.4), on the other hand, symbolically indicates the

conformal families that may occur in operator products of conformal families of

operators with combined z, z dependence, but has no natural integral normal-

ization. The algebra (5.15) together with its anti-holomorphic counterpart can

always be used in any given theory to reconstruct less precise structures such

as (5.4).

The Nij
k’s are automatically symmetric in i and j and satisfy a quadratic

condition due to associativity of (5.15). They can be analyzed extensively

in a class of theories known as ‘rational conformal field theories’. These are

theories[29] that involve only a finite number of primary fields with respect to

the (extended) chiral algebra. The c < 1 theories of section 4 are particular

examples (in which there are a finite number of primaries with respect to the

Virasoro algebra itself). The rationality condition means that the indices of

the Nij
k’s run only over a finite set of values, and summations over them are

well-defined. If we use a matrix notation (Ni)j
k = Nij

k, then the ij symmetry

can be used to write the associativity condition either as

NiN` = N`Ni , or as NiNj =
∑

k

Nij
kNk .

The Ni’s themselves thus form a commutative associative matrix representation

of the fusion rules (5.15). They can be simultaneously diagonalized and their
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eigenvalues λ
(n)
i form one dimensional representations of the fusion rules. The

algebra (5.15) is an algebra much like algebras that occur in finite group theory,

such as for the multiplication of conjugacy classes or for the branching rules for

representations. It is a generalization that turns out to embody these algebras

in the orbifold models to be discussed in section 8. We shall see how the Nij
k’s

themselves may be determined[28][30] in section 9.

5.4. More discrete series

Since we have mentioned the idea of extended chiral algebras, we pause

here to exhibit some specific examples of algebras larger than the Virasoro

algebra. Supersymmetric extensions of the Virasoro algebra are obtained by

generalizing conformal transformations to superconformal transformations of

supercoordinates z = (z, θ), where θ is an anticommuting coordinate (θ2 =

0). Superconformal transformations are generated by the moments of a super

stress-energy tensor. If there is only a single anti-commuting coordinate (N=1

supersymmetry), then the super stress-energy tensor T(z) = TF (z)+θT (z) has

components that satisfy the operator products[31][32]

T (z1)T (z2) ∼
3ĉ/4

(z1 − z2)4
+

2

(z1 − z2)2
T (z2) +

1

z1 − z2
∂T (z2) ,

T (z1)TF (z2) ∼
3/2

(z1 − z2)2
TF (z2) +

1

z1 − z2
∂TF (z2) ,

TF (z1)TF (z2) ∼
ĉ/4

(z1 − z2)3
+

1/2

z1 − z2
T (z2) ,

(5.16)

where ĉ = 2
3c. The conventional normalization is such that a single free super-

field x(z) + θψ(z) has central charge ĉ = 1 in (5.16), just as the stress-energy

tensor for a single bosonic field x(z) had central charge c = 1 in (3.1). The sec-

ond equation in (5.16) is the statement that TF is a primary field of dimension

3/2.

In terms of the moments Ln of T , and the moments

Gn =

∮
dz

2πi
zn+1/2 2TF (z) (5.17)
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of TF , the operator product expansions (5.16) are equivalent to the (anti-)

commutation relations

[Lm, Ln] = (m− n)Lm+n +
ĉ

8
(m3 −m)δm+n,0

[Lm, Gn] =
(m

2
− n

)
Gm+n

{Gm, Gn} = 2Lm+n +
ĉ

2

(
m2 − 1

4

)
δm+n,0 .

(5.18)

The algebra (5.16) has a Z2 symmetry, TF → −TF , so there are two possible

modings for the Gn’s. For integer moding (n ∈ Z) of Gn, the supersymmetric

extension of the Virasoro algebra is termed the Ramond (R) algebra; for half-

integer moding (n ∈ Z + 1
2 ), it is termed the Neveu-Schwarz (NS) algebra.

Primary fields are again associated with highest weight states |h〉, satisfying

Ln|h〉 = Gn|h〉 = 0, n > 0, and L0|h〉 = h|h〉. Note that (5.18) requires that

a highest weight state in the Ramond sector have eigenvalue h − ĉ/16 under

G2
0. For ĉ > 1, the only restrictions imposed by unitarity are h ≥ 0 (NS), and

h ≥ ĉ/16 (R), and the Verma modules again provide irreducible representations

(no null states) except when the latter inequalities are saturated.

For ĉ < 1 (c < 3
2 ), on the other hand, unitary representations of (5.16) can

occur only at the discrete values

c =
3

2

(
1 − 8

m(m+ 2)

)
(5.19)

(m = 3, 4, . . .), and discrete values of h from a formula analogous to (4.6b).

Notice that the first value is c = 7/10, and coincides with the second member

of the discrete series (4.6a), identified as the tricritical Ising model. Further

discussion of the supersymmetry in this model may be found in [32][33].

There are also generalizations of (5.16) with more than one supersymmetry

generator. In the case N = 2 [34], there is a discrete series [35]

c = 3

(
1 − 2

m

)
(5.20)

(m = 3, 4, . . .) of allowed values for c < 3, and a continuum of allowed values

for c ≥ 3. The boundary value c = 3 can be realized in terms of a single
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free complex superfield. The first value, c = 1, coincides with the second non-

trivial member of the series (5.19). The N = 2 superconformal algebra contains

a U(1) current algebra, under which the supersymmetry generators transform

with non-zero charge. For N = 3 supersymmetry, unitary representations occur

[36] only at the discrete set of values c = 3
2k (k = 1, 2, . . .); and for N = 4

supersymmetry, only at the values c = 6k (k = 1, 2, . . .). In these last two cases

unitarity allows no continuum of values for the central charge. This is related

to the fact that the N = 3, 4 algebras contain an SU(2) current algebra under

which the supersymmetry generators transform non-trivially (we shall discuss

affine SU(2) in some detail in section 9).

6. Free bosons and fermions

Useful properties of conformal field theories can frequently be illustrated

by means of free field realizations. In this section, we shall apply the general for-

malism of sections 1–3 to the cases of free bosons and free fermions, introduced

in subsections 2.3 and 3.2. These will prove most useful in our applications of

conformal field theory in succeeding sections.

6.1. Mode expansions

In section 3, we introduced mode expansions for general primary fields. In

particular, for free bosons and fermions we have

i∂zx(z) =
∑

n

αn z
−n−1 iψ(z) =

∑
ψn z

−n−1/2 . (6.1)

In what follows we shall take n to run over either integers or half-integers,

depending on the boundary conditions chosen for the fields. (The factors of i

have been inserted in (6.1) to give more familiar commutation relations for the

modes. They compensate the choice of sign in (2.16).) The expansions (6.1)

are easily inverted to give

αn =

∮
dz

2πi
zn i∂zx(z) ψn =

∮
dz

2πi
zn−1/2 iψ(z) . (6.2)
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In section 3 we also saw how the operator product expansion (3.1) of the

stress-energy tensor T (z) implied commutation relations for the modes Ln of

the Virasoro algebra. In the case of the bosonic modes, we find that the short

distance expansion (2.16) implies the commutation rules

[αn, αm] = i2
[∮

dz

2πi
,

∮
dw

2πi

]
zn∂zx(z)w

m∂wx(w)

= i2
∮

dw

2πi
wm

∮
dz

2πi
zn

−1

(z − w)2
=

∮
dw

2πi
nwmwn−1

= nδn+m,0 ,

(6.3)

where we have evaluated the commutator of integrals by first performing the

z-integral with the contour drawn tightly around w, and then performing the

w-integral.

Similarly, we find

{ψn, ψm} = i2
[∮

dz

2πi
,

∮
dw

2πi

]
zn−1/2wm−1/2ψ(z)ψ(w)

= i2
∮

dw

2πi
wm−1/2

∮
dz

2πi
zn−1/2 −1

z − w

=

∮
dw

2πi
wm−1/2wn−1/2 = δn+m,0 ,

(6.4)

although in this case we obtain an anti-commutator due to the fermionic nature

of ψ which gives an extra minus sign when we change the order of ψ(z) and

ψ(w).

6.2. Twist fields

We shall choose to consider periodic (P) and anti-periodic (A) bound-

ary conditions on the fermion ψ(z) as z rotates by 2π about the origin,

ψ(e2πiz) = ±ψ(z). Ultimately consideration of the two boundary conditions

is dictated by the fact that spinors naturally live on a double cover of the

punctured plane, and only bilinears in spinors, i.e. vectors, need transform as

single-valued representations of the 2d Euclidean group. (On higher genus Rie-

mann surfaces, spinors generally live in the spin bundle, i.e. the double cover
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of the principle frame bundle of the surface.) In the course of our discussion

we shall also encounter other ways in which the twisted structure naturally

emerges. From (6.1) we see that the two boundary conditions select respec-

tively half-integer and integer modings

ψ(e2πiz) = +ψ(z) n ∈ Z + 1
2 (P)

ψ(e2πiz) = −ψ(z) n ∈ Z (A) .
(6.5)

In preparation for the anti-periodic case, we first consider the calculation of

the 2-point function in the periodic case ψ(e2πiz) = ψ(z). Then with n ∈ Z+ 1
2 ,

we find the expected result,

−
〈
ψ(z)ψ(w)

〉
=

〈 ∞∑

n=1/2

ψn z
−n−1/2

−∞∑

m=−1/2

ψm w
−m−1/2

〉

=
∞∑

n=1/2

z−n−1/2wn−1/2 =
1

z

∞∑

n=0

(w
z

)n
=

1

z − w
.

(6.6)

For the anti-periodic case, it is useful to introduce the twist operator σ(w)

whose operator product with ψ(z),

ψ(z)σ(w) ∼ (z − w)−1/2 µ(w) + . . . , (6.7)

is defined to have a square-root branch cut. The field µ appearing in (6.7)

is another twist field which by dimensional analysis has the same conformal

weight as the field σ. Our immediate object is to infer the dimension of σ by

calculating the 2-point function of ψ. Due to the square-root in (6.7), when the

field ψ is transported around σ it changes sign and the twist field σ can be used

to change the boundary conditions on ψ. We can thus view the combination

σ(0) and σ(∞) to create a cut (the precise location of which is unimportant)

from the origin to infinity passing through which the fermion ψ(z) flips sign.

(The similarity with the Ising disorder operator described in Cardy’s lectures,

sec. 5.2, is not accidental.) Equivalently, we can view the state σ(0)|0〉 as a new

incoming vacuum, and the operator product (6.7) allows only fermions with
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anti-periodic boundary conditions (half-integral modes) to be applied to this

vacuum, resulting in overall single-valued states.

In either interpretation, the 2-point function of the fermion with anti-

periodic boundary conditions is given by

〈
ψ(z)ψ(w)

〉
A
≡ 〈0|σ(∞)ψ(z)ψ(w)σ(0)|0〉 (6.8)

(see (3.10b) for what we mean by 〈0|σ(∞) here). The evaluation of this quan-

tity proceeds as in (6.6) except that now for anti-periodic fermions ψ(e2πiz) =

−ψ(z), we take n ∈ Z. That means the fermion mode algebra now has a

zero mode ψ0 that by (6.4) formally satisfies {ψ0, ψ0} = 1. We shall discuss

the fermion zero mode algebra in some detail a bit later, but for the moment

substituting ψ2
0 = 1

2 gives

−
〈
ψ(z)ψ(w)

〉
A

=

〈 ∞∑

n=0

ψn z
−n−1/2

−∞∑

m=0

ψm w
−m−1/2

〉

A

=

∞∑

n=1

z−n−1/2wn−1/2 +
1

2

1√
zw

=
1√
zw

(
w

z − w
+

1

2

)
=

1
2

(√
z
w +

√
w
z

)

z − w
.

(6.9)

This result has the property that it agrees with the result (6.6) in the z →
w limit (the short distance behavior is independent of the global boundary

conditions), and also changes sign as either z or w makes a loop around 0 or

∞. It could alternatively have been derived as the unique function with these

properties.

We now wish to show how (6.9) may be used to infer the conformal weight

hσ of the field σ(w). This is extracted from the operator product with the

stress-energy tensor

T (z)σ(0)|0〉 ∼ hσ σ(0)

z2
|0〉 + . . . , (6.10)

where the stress-energy tensor is defined as the limit

T (z) =
1

2

(
ψ(z)∂wψ(w) +

1

(z − w)2

)

z→w

.
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The expectation value of the stress-energy tensor in the state σ(0)|0〉 may be

evaluated from (6.9) by taking the derivative with respect to w and then setting

z = w + ε in the limit ε→ 0,

〈
ψ(z)∂wψ(w)

〉
A

= −
1
2

(√
z
w +

√
w
z

)

(z − w)2
+

1

4

1

w3/2z1/2
= − 1

ε2
+

1

8

1

w2
,

so that
〈
T (z)

〉
A

=
1

16

1

z2
.

If we now take the limit z → 0 and compare with (6.10) we find that hσ = 1
16 .

Before turning to the promised treatment of the fermion zero modes, we

outline an analogous treatment for a bosonic twist field. As in (6.7), we write

∂x(z)σ(w) ∼ (z − w)−1/2 τ(w) + . . . , (6.11)

where now by dimensional analysis the “excited twist field” τ has hτ = hσ + 1
2 .

A twist field σ(w,w) (with hσ = hσ) that twists both x(z) and x(z) can then be

constructed as a product of separate holomorphic and anti-holomorphic pieces.

We define the 2-point function for the boson with anti-periodic boundary

conditions as in (6.8),

〈
∂x(z) ∂x(w)

〉
A
≡ 〈0|σ(∞) ∂x(z) ∂x(w)σ(0)|0〉 , (6.12)

and again evaluate using the mode expansion (6.1). Now the boson with anti-

periodic boundary conditions requires n ∈ Z + 1
2 , so that

−
〈
∂x(z)∂x(w)

〉
A

=

〈 ∞∑

n= 1
2

z−n−1αn

−∞∑

m=− 1
2

w−m−1αm

〉

A

=

∞∑

n= 1
2

n z−n−1wn−1 =
1

(zw)1/2
1

z

∞∑

n=0

(
n+ 1

2

) (w
z

)n

=
1

(zw)1/2

(
w

(z − w)2
+

1

2

1

z − w

)
=

1
2

(√
z
w +

√
w
z

)

(z − w)2
.

(6.13)

This result could equally have been derived by requiring the correct short dis-

tance behavior (2.16) as z → w, together with the correct sign change for z or

w taken around 0 or ∞.
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We may now use (6.13) to evaluate the expectation value of the stress-

energy tensor in the twisted sector

〈
T (z)

〉
A

= −1

2
lim
z→w

〈
∂x(z)∂x(w) +

1

(z − w)2

〉

A

=
1

16z2
.

Taking z → 0 we again infer from

T (z)σ(0)|0〉 ∼ hσ σ(0)

z2
|0〉 + . . .

that the twist field for a single holomorphic boson has hσ = 1
16 .

At first this result may seem strange, since a single c = 1 boson is nominally

composed of two c = 1
2 fermions. The correspondence is given by

ψ±(z) =: e±ix(z): , (6.14)

where by (2.19), ψ±(z) are seen to have conformal weight h = 1
2 appropriate

to fermions. Under the twist x → −x we see that ψ± → ψ∓. In terms of real

fermions ψ1,2 defined by ψ± = i√
2
(ψ1±iψ2), we have ψ1 → ψ1, ψ2 → −ψ2. The

bosonic twist x→ −x thus corresponds to taking only one of the two fermions

to minus itself, and it is natural that the twist operator for a boson have the

same conformal weight as the twist operator for a single fermion. We can also

understand this result by considering the current

ψ1(z)ψ2(z) = lim
z→w

1

i
√

2

(
(ψ+(z) + ψ−(z)

)−1√
2

(
ψ+(w) − ψ−(w)

)
= ∂x(z)

(here we have used

: e±ix(z): : e∓ix(w):∼ : e±ix(z)∓ix(w):

z − w
∼ : e±i(z−w)∂x(w):

z − w
∼ ±i∂x(w) ,

following from (2.19), and pulled out the leading term as z → w). Again we

see that twisting the (1,0) current ∂x→ −∂x requires twisting only one of the

two fermions ψ1 or ψ2.

There is a nice intuitive picture for calculating correlation functions in-

volving twist fields (see e.g. [37]). A cut along which two fermions change sign
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is equivalent to an SO(2) gauge field concentrated along the cut whose field

strength, non-zero only at the endpoints of the cut, is adjusted to give a phase

change of π for parallel transport around them. In this language, the twist

field looks like a point magnetic vortex, and changing the position of the cut

just corresponds to a gauge transformation of its gauge potential. The physi-

cal spectrum of the model should consist only of operators that do not see the

string of the vortex, so that the theory is local. If we bosonize the fermions, then

correlations of twist fields can be calculated as ratios of partition functions of

a free scalar field with and without these point sources of field strength. These

ratios in turn are readily calculated correlation functions of exponentials of free

scalars, and result in power law dependences for the correlators of twist fields.

For their 2-point function, this reproduces in particular the conformal weight

calculated earlier.

6.3. Fermionic zero modes

Now we return to a more careful treatment of the fermionic zero mode

mentioned before (6.9). We begin by introducing an operator (−1)F , defined to

anticommute with the fermion field, (−1)Fψ(z) = −ψ(z)(−1)F , and to satisfy
(
(−1)F

)2
= 1. In terms of modes, this means that

{(−1)F , ψn} = 0 for all n, (6.15)

so (−1)F will have eigenvalue ±1 acting on states with even or odd numbers of

fermion creation operators.

From (6.4) and (6.15) we thus have for n ∈ Z the anti-commutators

{ψ0, ψn6=0} = 0, {(−1)F , ψ0} = 0, and ψ2
0 =

1

2
(6.16)

with the zero mode ψ0. Since the mode ψ0 acting on a state does not change the

eigenvalue of L0, in particular the ground state must provide a representation

of the 2d clifford algebra consisting of (−1)F and ψ0. The smallest irreducible

representation of this algebra consists of two states that we label
∣∣ 1
16

〉
±. The
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action of operators on these states can be represented in terms of Pauli matrices,

defined to act as

σz
∣∣ 1
16

〉
± = ±

∣∣ 1
16

〉
± σx

∣∣ 1
16

〉
± =

∣∣ 1
16

〉
∓ .

Then

(−1)F = σz(−1)
∑

ψ
−nψn and ψ0 =

1√
2
σx(−1)

∑
ψ

−nψn (6.17)

provide a representation of (6.16) in a (−1)F diagonal basis. Since ψ2
0

∣∣ 1
16

〉
± =

1
2

∣∣ 1
16

〉
±, if we identify the state σ(0)|0〉 in (6.9) with

∣∣ 1
16

〉
+
, the remaining steps

in (6.9) are now justified. The state
∣∣ 1
16

〉
−, on the other hand, can be identified

with µ(0)|0〉, where µ(z) is the conjugate twist field appearing in the right hand

side of (6.7).

(If we are willing to give up having a well-defined (−1)F , we could also

use either of 1√
2

( ∣∣ 1
16

〉
+
±
∣∣ 1
16

〉
−
)

as our ground state in (6.9). In terms of

fields, this would mean trading the two fields σ and µ for a single field σ̃, taken

as either of 1√
2
(σ ± µ). Instead of the fusion rule [ψ][σ] = [µ] of (6.7), we

would have [ψ][σ̃] = [σ̃]. The theories we consider later on here, however, will

generally require a realization of (−1)F on the Hilbert space, so we have chosen

to incorporate it into the formalism from the outset.)

An additional subtlety occurs when we consider both holomorphic fermions

ψ(z) and their anti-holomorphic partners ψ(z). Then the ψ’s satisfy the analog

of (6.4), and as well
{
ψn, ψm

}
= 0 ∀ n,m . (6.18)

If we wish to realize separate operators (−1)FL , (−1)FR , satisfying
{
(−1)FL , ψ(z)

}
=

0,
{
(−1)FR , ψ(z)

}
= 0, then we simply duplicate the structure (6.17) for the

ψ’s and ψ’s to give four
∣∣h = 1

16 , h = 1
16

〉
ground states of the form

∣∣ 1
16

〉
L± ⊗

∣∣ 1
16

〉
R± . (6.19)

But in general we need not require the existence of both chiral (−1)FL

and (−1)FR , but rather only the non-chiral combination (−1)F = (−1)FL+FR .
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In fact (6.18) implies that ψ0 and ψ0 already form a two dimensional Clifford

algebra, so the combination ψ0ψ0 automatically serves to represent the non-

chiral (−1)F restricted now to a two-dimensional ground state representation∣∣h = 1
16 , h = 1

16

〉
±. If we write the action of Pauli matrices on this basis as

σx
∣∣ 1
16 ,

1
16

〉
± =

∣∣ 1
16 ,

1
16

〉
∓ σy

∣∣ 1
16 ,

1
16

〉
± = ∓i

∣∣ 1
16 ,

1
16

〉
∓

σz
∣∣ 1
16 ,

1
16

〉
± = ±

∣∣ 1
16 ,

1
16

〉
± ,

(6.20a)

then it is easily verified that the zero mode representation

ψ0 =
σx + σy

2
(−1)

∑
n>0

ψ
−nψn+ψ

−nψn

ψ0 =
σx − σy

2
(−1)

∑
n>0

ψ
−nψn+ψ

−nψn

(−1)F = σz(−1)
∑

n>0
ψ

−nψn+ψ
−nψn

(6.20b)

satisfies the algebra (6.16),(6.18). In (6.20b) we have chosen to represent the

Clifford algebra in a rotated basis,

1√
2
(σx ± σy) =

(
e∓iπ/4

e±iπ/4

)
,

since this is the representation we shall find induced by our choice of phase

conventions (choice of gauge) for operator product expansions.

(The four dimensional representation (6.19), irreducible under the full chi-

ral algebra including both (−1)FL and (−1)FR , is reducible under the subalge-

bra that includes only the non-chiral (−1)F . Explicitly the two two-dimensional

irreducible representations of the non-chiral subalgebra are given by

∣∣ 1
16 ,

1
16

〉
± =

(∣∣ 1
16

〉
L+

⊗
∣∣ 1
16

〉
R±

)
+
(∣∣ 1

16

〉
L− ⊗

∣∣ 1
16

〉
R∓

)

∣∣ 1
16 ,

1
16

〉′
± =

(∣∣ 1
16

〉
L+

⊗
∣∣ 1
16

〉
R±

)
−
(∣∣ 1

16

〉
L− ⊗

∣∣ 1
16

〉
R∓

)
.

We see that only the operators (−1)FL and (−1)FR act to connect the orthogonal

Hilbert spaces built on
∣∣ 1
16 ,

1
16

〉
± and

∣∣ 1
16 ,

1
16

〉′
±. Had we begun with the four

dimensional representation (6.19), but required only the existence of the non-

chiral (−1)FL+FR , then we could consistently throw out all the states built

say on
∣∣ 1
16 ,

1
16

〉′
± and be left with the minimal two-dimensional representation

(6.20) of the zero mode algebra. Similar considerations apply in the case of

realizations of N = 1 superconformal algebras without chiral (−1)F [38].)
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7. Free fermions on a torus

In this section we shall consider conformal theory not on the conformal

plane, but rather on a torus, i.e., on a Riemann surface of genus one. Our

motivation for doing this is both statistical mechanical and field theoretical.

From the statistical mechanical point of view, it turns out that the fact that

a given model admits a consistent formulation on the torus acts to constrain

its operator content already on the plane. From the field theoretical point of

view, conformal field theory achieves its full glamour when formulated on an

arbitrary genus Riemann surface. Higher genus is also the natural arena for

applications of conformal field theory to perturbative string theory. The torus

is the first non-trivial step in this direction, and turns out to probe all of the

essential consistency requirements for conformal field theory formulated on an

arbitrary genus Riemann surface. We refer the reader to Friedan’s lectures for

more on the higher genus extension.

7.1. Back to the cylinder, on to the torus

Our strategy for constructing conformal field theory on the torus is to make

use of the local properties of operators already constructed on the conformal

plane, map them to the cylinder via the exponential map, and then arrive

at a torus via discrete identification. While this procedure preserves all local

properties of operators in a theory, it does not necessarily preserve all of their

global properties. For example since the torus maps to an annulus on the

plane, only the generators of dilatations and rotations, i.e. L0 and L0, survive

as global symmetry generators. On the torus, L±1 and L±1 are reduced to

playing the role of local symmetry generators, as played by the remaining Ln,

Ln (n 6= 0,±1) on the plane, and the global symmetry group is reduced to

U(1) × U(1).

Another global property affected by the passage from the plane to the

cylinder (or torus) is boundary conditions on fields. Let us consider the map
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w → z = ew, mapping the cylinder, coordinatized by w, to the plane, coordi-

natized by z. Since ϕ(z, z)dzhdzh is invariant under this map, we find

ϕcyl(w,w) =

(
dz

dw

)h(
dz

dw

)h
ϕ(z, z) = zh zhϕ(z, z) . (7.1)

This means that a field ϕ(z, z) on the plane that is invariant under z → e2πiz,

z → e−2πiz corresponds to a field ϕcyl(w,w) that picks up a phase e2πi(h−h)

under w → w + 2πi, w → w − 2πi. Fields with integer spin s = h − h thus

have the same boundary conditions on the plane and cylinder. Fields with half-

integer spin having periodic boundary conditions become anti-periodic, and

vice-versa, when passing from the plane to the cylinder.

We can see the same effect in terms of the mode expansion ϕ(z) =
∑

n ϕnz
−n−h of a holomorphic field. The mode expansion induced on the cylin-

der,

ϕcyl(w) =

(
dz

dw

)h
ϕ(z) = zh

∑

n

ϕnz
−n−h =

∑

n

ϕn e−nw , (7.2)

becomes an ordinary Fourier series. Again however a field moded as n ∈ Z− h

so that it is non-singular at the origin of the conformal plane is no longer single-

valued under w → w + 2πi on the cylinder.

For a fermion, with h = 1
2 , h = 0, we have from (7.1) that ψcyl(w) =

z1/2ψ(z) so A boundary conditions on the plane become P on the cylinder, and

vice-versa. In terms of the mode expansion (7.2), we have

ψcyl(w) =
∑

n

ψn e−nw, n ∈
{

Z (P)
Z + 1

2 (A)
, (7.3)

opposite to the case (6.5) on the plane where the same modes ψn give A for

n ∈ Z and P for n ∈ Z + 1
2 . On the cylinder it is thus the P sector that has

ground state L0 eigenvalue larger by 1
16 . We point out that even if we thought

only one of the A or P boundary conditions the more natural, we would be

forced to consider the other anyway in moving back and forth from plane to

cylinder (giving a possible motivation for considering both on equal footing

from the outset). (For superpartners ψµ of spacetime bosonic coordinates in
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string theory, the sectors corresponding to P and A on the cylinder, i.e. n ∈ Z

and n ∈ Z + 1
2 respectively, are ordinarily termed the Ramond (R) and Neveu-

Schwarz (NS) sectors.) Since the modes ψn in our mode expansion (7.3) on the

cylinder are identically those on the plane (6.1) (local operator products are

not affected by conformal mapping), they satisfy the same anti-commutation

rules (6.4),

{ψn, ψm} = δn+m,0 .

ψ−n and ψn (n > 0) thus continue to be regarded as fermionic creation and

annihilation operators acting on a vacuum state |0〉, defined to satisfy ψn|0〉 = 0

(n > 0), and the Hilbert space of states ψ−n1
. . . ψ−nk

|0〉 is built up by applying

creation operators ψ−n to |0〉.
For a field such as the stress-energy tensor T (z) that does not transform

tensorially under conformal transformations, an additional subtlety arises in

the transfer to the cylinder. Under conformal transformations w → z, T (z) in

general picks up an anomalous piece proportional to the Schwartzian derivative

S(z, w) =
(
∂wz ∂

3
wz − 3

2 (∂2
wz)

2
)
/(∂wz)

2 as in (3.3). For the exponential map

w → z = ew, we have S(ew, w) = −1/2, so

Tcyl(w) =

(
∂z

∂w

)2

T (z) +
c

12
S(z, w) = z2 T (z) − c

24
.

Substituting the mode expansion T (z) =
∑
Ln z

−n−2, we find

Tcyl(w) =
∑

n∈Z

Ln z
−n − c

24
=
∑

n∈Z

(
Ln − c

24
δn0

)
e−nw . (7.4)

The translation generator (L0)cyl on the cylinder is thus given in terms of the

dilatation generator L0 on the plane as

(L0)cyl = L0 −
c

24
.

Ordinarily one can always shift the energy of the vacuum by a constant (equiva-

lently change the normalization of a functional integral), but in conformal field

theory, scale and rotational invariance of the SL(2,C) invariant vacuum on the
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plane naturally fixes L0 and L0 to have eigenvalue zero on the vacuum, thereby

fixing the zero of energy once and for all.

Conformal field field theory on a cylinder coordinatized by w can now

be transferred to a torus as follows. We let H and P denote the energy and

momentum operators, i.e. the operators that effect translations in the “space”

and “time” directions Rew and Imw respectively. On the plane we saw that

L0 ± L0 respectively generated dilatations and rotations, so according to the

discussion of radial quantization at the beginning of subsection 2.2, we have

H = (L0)cyl + (L0)cyl and P = (L0)cyl − (L0)cyl. To define a torus we need to

identify two periods in w. It is convenient to redefine w → iw, so that one of the

periods is w ≡ w+2π. The remaining period we take to be w ≡ w+2πτ , where

τ = τ1 + iτ2 and τ1 and τ2 are real parameters. This means that the surfaces

Imw = 2πτ2 and Imw = 0 are identified after a shift by Rew → Rew + 2πτ1

(see fig. 8). The complex parameter τ parametrizing this family of distinct tori

is known as the modular parameter.

τ τ + 1

0 1 Re w

Im w

Fig. 8. Torus with modular parameter τ .

Since we are defining (imaginary) time translation of Imw by its period

2πτ2 to be accompanied by a spatial translation of Rew by 2πτ1, the operator

implementation for the partition function of a theory with action S on a torus
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with modular parameter τ is
∫

e
−S

= tr e
2πiτ1P

e
−2πτ2H

= tr e
2πiτ1

(
(L0)cyl − (L0)cyl

)
e
−2πτ2

(
(L0)cyl + (L0)cyl

)

= tr e
2πiτ(L0)cyl

e
−2πiτ(L0)cyl

= tr q
(L0)cyl

q
(L0)cyl

= tr q
L0 − c

24 q
L0 − c

24 = q
− c

24 q
− c

24 tr q
L0

q
L0

,

(7.5)

where q ≡ exp(2πiτ). For the c = c = 1
2 theory of a single holomorphic fermion

ψ(w) and a single anti-holomorphic fermion ψ(w) on the torus, we would thus

find ∫
e
−S

= (qq)
− c

24 tr q
L0
q
L0

= (qq)
− 1

48 tr q
L0
q
L0

. (7.6)

Before turning to a treatment of free fermions in terms of the representation

theory of the Virasoro algebra, we pause here to mention that the vacuum

energies derived in section 6 can be alternatively interpreted to result from a

vacuum normal ordering prescription on the cylinder. We find for example

(L0)cyl =
1

2

∑

n

n :ψ−nψn: =
∑

n>0

nψ−nψn − 1

2

∑

n>0

n

=
∑

n>0

nψ−nψn +

{
− 1

2ζ(−1) = 1
24 n ∈ Z

− 1
2 (− 1

2ζ(−1)) = − 1
48 n ∈ Z + 1

2

,

where we have used ζ-function regularization to evaluate the infinite sums. We

see that the result for n ∈ Z + 1
2 agrees with the result given earlier in this

subsection for the A sector on the cylinder. For n ∈ Z we as well find correctly

that the vacuum energy is shifted up by 1
24 − (− 1

48 ) = 1
16 . The justification for

this ζ-function regularization procedure ultimately resides in its compatibility

with conformal and modular invariance. For a boson on the cylinder we would

instead find

(L0)cyl =
1

2

∑

n

:α−nαn: =
∑

n>0

α−nαn +
1

2

∑

n>0

n

=
∑

n>0

α−nαn +

{
1
2ζ(−1) = − 1

24 n ∈ Z
1
2 (− 1

2ζ(−1)) = 1
48 n ∈ Z + 1

2

.
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For n ∈ Z the result correctly gives − c
24 , now with c = 1. For n ∈ Z+ 1

2 we see

that the vacuum energy is increased by 1
16 , again correctly giving the conformal

weight of the bosonic twist field calculated in the previous section. (Note that

the vacuum normal ordering constants for a single boson on the cylinder are

simply opposite in sign from those for the fermion.) The anti-periodic boson

parametrizes what is known as a Z2 orbifold, and will be treated in detail in

the next section.

More generally this vacuum normal ordering prescription can be used to

calculate the vacuum energy for a complex holomorphic fermion (i.e. two c = 1
2

holomorphic fermions) with boundary condition twisted by a complex phase

ψcyl(w + 2πi) = exp(2πiη)ψcyl(w), 0 ≤ η ≤ 1. The resulting vacuum normal

ordering constant calculated as above is f(η) = 1
12− 1

2η(1−η). (As a consistency

check, a single real fermion has one-half of f as vacuum energy, and consequently

we confirm that 1
2f(1

2 ) = − 1
48 and 1

2f(0) = 1
24 for vacuum energy in the A and

P sectors respectively on the cylinder).

7.2. c = 1
2 representations of the Virasoro algebra

Having introduced all of the necessary formalism for treating free fermions

on the torus, we are now prepared to make contact with the general repre-

sentation theory of the Virasoro algebra introduced in section 4. Since the

stress-energy tensor for a single free fermion has c = 1
2 , we should expect to

find free fermionic realizations of the three unitary irreducible representations

allowed for this value of c, namely h = {h1,1, h2,1, h2,2} = {0, 1
2 ,

1
16}.

We begin by considering the states built in the A sector of the fermion on

the torus. In this case states take the form ψ−n1
. . . ψ−nk

|0〉, with ni ∈ Z + 1
2 .

The first few such states, ordered according to their eigenvalue under L0 =
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∑
n>0 nψ−nψn, are

L0 eigenvalue state

0 |0〉

1/2 ψ−1/2|0〉

3/2 ψ−3/2|0〉

2 ψ−3/2ψ−1/2|0〉

5/2 ψ−5/2|0〉

3 ψ−5/2ψ−1/2|0〉

7/2 ψ−7/2|0〉

4 ψ−7/2ψ−1/2|0〉, ψ−5/2ψ−3/2|0〉

. . . .

(7.7)

Denoting the trace in this sector by trA, we calculate

trA q
L0 = 1 + q1/2 + q3/2 + q2 + q5/2 + q3 + q7/2 + 2q4 + . . . .

In general traces of the form tr qL0 =
∑

nNn q
n characterize the number of

states Nn that occur at a given level n (eigenvalue of L0). q may thus be

regarded as a formal parameter analogous to the Cartan angles that appear in

character formulae for Lie groups. q (= e2πiτ ) obtains additional significance in

terms of the modular parameter τ when these traces are regarded as the result

of calculating functional integrals (7.5) for field theories on a torus.

The states (7.7) form a (not necessarily irreducible) representation of the

Virasoro algebra with c = 1
2 . From the eigenvalues of L0, we immediately

identify the representation as the direct sum [0] ⊕ [ 12 ] of the highest weight

representations with h = 0 and h = 1
2 . Since there is only a single state

with h = 0 and only a single state with h = 1
2 we see that each of these two

representations appears with unit multiplicity. Moreover since states created

by applying L−n’s to a single highest weight state all have integrally spaced

L0 eigenvalues, we see that the states of the representation [0] are identically

those with even fermion number, and hence L0 ∈ Z; the states of [ 12 ] are those
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with odd fermion number and hence L0 ∈ Z + 1
2 . These two sets of states are

precisely distinguished by their opposite eigenvalues under the operator (−1)F ,

i.e.

trA (−1)F qL0 = 1 − q1/2 − q3/2 + q2 − q5/2 + q3 − q7/2 + 2q4 + . . . .

The projection operators 1
2 (1 ± (−1)F ) may therefore be used to disentangle

the two representations, giving

q−1/48 trA
1

2

(
1 + (−1)F

)
qL0 = q−1/48(1 + q2 + q3 + 2q4 + . . .)

= q−1/48 trh=0 q
L0 ≡ χ0

q−1/48 trA
1

2

(
1 − (−1)F

)
qL0 = q−1/48(q1/2 + q3/2 + q5/2 + q7/2 + . . .)

= q−1/48 trh=1/2 q
L0 ≡ χ1/2 ,

(7.8)

where χ0,1/2 are the characters of the h = 0, 1
2 representations of the c = 1

2

Virasoro algebra (defined to include the offset of L0 by −c/24).

In the periodic sector of the fermion on the torus, on the other hand, we

have L0 =
∑
n>0 ψ−nψn + 1

16 with n ∈ Z. As seen in (6.17), the fermion

zero mode algebra together with (−1)F requires two ground states
∣∣ 1
16

〉
±, with

eigenvalues ±1 under (−1)F , that satisfy

ψ0

∣∣ 1
16

〉
± =

1√
2

∣∣ 1
16

〉
∓ .

The states of the Hilbert space in this sector thus take the form

L0 eigenvalue state

1
16 + 0

∣∣ 1
16

〉
±

1
16 + 1 ψ−1

∣∣ 1
16

〉
±

1
16 + 2 ψ−2

∣∣ 1
16

〉
±

1
16 + 3 ψ−3

∣∣ 1
16

〉
± , ψ−2ψ−1

∣∣ 1
16

〉
±

. . . .

(7.9)
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We find two irreducible representations of the c = 1
2 Virasoro algebra with

highest weight h = 1
16 . Again they can be disentangled by projecting onto ±1

eigenstates of (−1)F ,

q−1/48 trP
1

2

(
1 ± (−1)F

)
qL0 = q1/24(1 + q + q2 + 2q3 + . . .)

= q−1/48 trh=1/16 q
L0 ≡ χ1/16 .

(7.10)

Although it happens that trP(−1)F qL0 = 0 in this sector, due to a cancellation

between equal numbers of states at each level with opposite (−1)F , its insertion

in (7.10) has the formal effect of assigning states with even numbers of fermions

built on
∣∣ 1
16

〉
+
, or odd numbers on

∣∣ 1
16

〉
−, to one representation

[
1
16

]
+

with

(−1)F = 1, and vice-versa to the other representation
[

1
16

]
− with (−1)F = −1.

7.3. The modular group and fermionic spin structures

We shall now introduce some essentials of the Lagrangian functional inte-

gral formalism for fermions ψ(w) that live on a torus. (For the remainder of

this section, ψ will always mean ψcyl.) This formalism will facilitate writing

down and manipulating explicit forms for the characters of the h = 0, 1
2 ,

1
16

representations of the c = 1
2 Virasoro algebra. In general a torus is specified

by two periods which by rescaling coordinates we take as 1 and τ , where τ is

the modular parameter introduced in the previous subsection. Symbolically we

write w ≡ w + 1 ≡ w + τ , which means that fields that live on the torus must

satisfy ϕ(w+ 1) = ϕ(w+ τ) = ϕ(w). It is convenient to write the coordinate w

in terms of real coordinates σ0,1 ∈ [0, 1) as w = σ1 + τσ0.

To specify a fermionic theory, we now need to generalize the considerations

of section 6 from a choice of P or A boundary conditions around the one non-

trivial cycle on the cylinder, or punctured plane, to two such choices around the

two non-trivial cycles of the torus. (This is known as choosing a spin structure

for the fermion on a genus one Riemann surface.) In the coordinates σ0, σ1,

this amounts to choosing signs ψ(σ0 + 1, σ1) = ±ψ(σ0, σ1), ψ(σ0, σ1 + 1) =

±ψ(σ0, σ1). As in section 6, we can view this sign ambiguity to result from

spinors actually living on a double cover of the frame bundle, so that only
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bilinears, corresponding to two dimensional vector-like representations, need be

invariant under parallel transport around a closed cycle.

We shall denote the result of performing the functional integral
∫

exp(−
∫
ψ∂ψ)

over fermions with a given fixed spin structure by the symbol x

y

. The result

for the spin structure with periodic (P) boundary condition in the σ0 (time)

and anti-periodic boundary condition (A) in the σ1 (space) direction, for ex-

ample, we denote by P

A

. The result of the functional integral can also be

regarded as calculating the square root of the determinant of the operator ∂

for the various choices of boundary conditions. Due to the zero mode (i.e. the

constant function) allowed by PP boundary conditions, we see for example that

P

P

=
(
detPP ∂

)1/2
= 0.

In ordinary two-dimensional field theory on a torus, it would suffice to

choose any particular spin structure and that would be the end of the story.

But there is an additional invariance, modular invariance, that we shall impose

on “good” conformal field theories on a torus that forces consideration of non-

trivial combinations of spin structures. (In general a “really good” conformal

theory is required to be sensible on an arbitrary Riemann surface, i.e. be mod-

ular invariant to all orders. This turns out to be guaranteed by duality of the

4-point functions on the sphere together with modular invariance of all 1-point

functions on the torus[30][39]. Intuitively this results from the possibility of

constructing all correlation functions on arbitrary genus surfaces by “sewing”

together objects of the above form. Thus all the useful information about con-

formal field theories can be obtained by studying them on the plane and on the

torus.)

The group of modular transformations is the group of disconnected dif-

feomorphisms of the torus, generated by cutting along either of the non-trivial

cycles, then regluing after a twist by 2π. Cutting along a line of constant σ0,

then regluing, gives the transformation T : τ → τ +1, while cutting then reglu-

ing along a line of constant σ1 gives the transformation U : τ → τ/(τ+1). (This

is the new ratio of periods (see fig. 9), and hence the new modular parameter
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after the coordinate rescaling w → w/(τ + 1).) These two transformations

generate a group of transformations

τ → aτ + b

cτ + d

(
a b
c d

)
∈ SL(2,Z) (7.11)

(i.e. a, b, c, d ∈ Z, ad−bc = 1), known as the modular group. Since reversing the

sign of all of a, b, c, d in (7.11) leaves the action on τ unchanged, the modular

group is actually PSL(2,Z) = SL(2,Z)/Z2. By a modular transformation one

can always take τ to lie in the fundamental region − 1
2 < Re τ ≤ 1

2 , |τ | ≥
1 (Re τ ≥ 0), |τ | > 1 (Re τ < 0). Usually one uses T : τ → τ + 1 and

S = T−1UT−1 : τ → −1/τ to generate the modular group. They satisfy the

relations S2 = (ST )3 = 1.

τ τ + 1

10

Fig. 9. The modular transformation U : τ → τ/(τ + 1).

Now we consider the transformation properties of fermionic spin structures

under the modular group. Under T , we have for example

τ → τ + 1 : A

A

↔ P

A

. (7.12a)

We can see this starting from A

A

since shifting the upper edge of the box

one unit to the right means that the new “time” direction, from lower left to
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upper right, sees both the formerly anti-periodic boundary conditions, to give

an overall periodic boundary condition. (see fig. 10) From P

A

the opposite

occurs. The spin structures A

P

and P

P

, on the other hand, transform into

themselves under T .

τ τ + 1

10 A

PA

Fig. 10. The modular transformation T : τ → τ + 1.

The action of U : τ → τ/(τ + 1) on any spin structure can be determined

similarly, and thence the action of S = T−1UT−1. We find that S acts to

interchange the boundary conditions in “time” and “space” directions, so that

τ → −1/τ : P

A

↔ A

P

, (7.12b)

while A

A

and P

P

transform into themselves. Since S and T generate the

modular group, (7.12a, b) determine the transformation properties under ar-

bitrary modular transformations (7.11). It is evident, for example, that the

functional integral for the spin structure P

P

is invariant under all modular

transformations (and in fact, as noted earlier, vanishes identically due to the

zero mode). For the moment, (7.12a, b) are intended as symbolic representations

of modular transformation properties of different fermionic spin structures. We

shall shortly evaluate the functional integrals and find that (7.12a, b) become

correct as equations, up to phases.

7.4. c = 1
2 Virasoro characters

The c = 1
2 Virasoro characters (7.8) and (7.10) introduced in the previous

subsection may be written explicitly in terms of fermionic functional integrals
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over different spin structures. For example the result of the functional integral

for a single holomorphic fermion with spin structure A

A

, according to (7.5), is

simply the trace in the anti-periodic sector q−1/48trA q
L0 (where the prefactor

q−1/48 results from the vacuum energy discussed earlier). The spin structure

P

A

in Hamiltonian language corresponds to taking the trace of the insertion of

an operator that anticommutes with the fermion (thereby flipping the boundary

conditions in the time direction). Since (−1)Fψ = −ψ(−1)F , (−1)F is just

such an operator and P

A

= q−1/48 trA (−1)F qL0 . For the periodic sector,

we define A

P

= 1√
2
q−1/48 trP q

L0 and P

P

= 1√
2
q−1/48 trP(−1)F qL0 (=0).

(The factor 1√
2

is included ultimately to simplify the behavior under modular

transformations).

The calculation of these traces is elementary. In the 2×2 basis
(
|0〉, ψ−n|0〉

)

for the nth fermionic mode, we have

q
nψ−nψn

=

(
1

qn

)
,

and thus tr qnψ−nψn = 1+qn, and similarly tr(−1)F qnψ−nψn = 1−qn. It follows

that

q
L0

= q

∑
n>0 nψ−nψn

=
∏

n>0

q
nψ−nψn

=
∏

n>0

(
1

qn

)
.

Since the trace of a direct product of matrices ⊗iMi satisfies tr⊗iMi =
∏
i trMi,

we find trA q
L0 =

∏∞
n=0(1 + qn+1/2), trA(−1)F qL0 =

∏∞
n=0(1 − qn+1/2), and

trP q
L0 = q1/16

∏∞
n=0(1 + qn). Expanding out the first few terms, we can

compare with (7.8) and (7.10) and see how these infinite products enumerate

all possible occupations of modes satisfying Fermi-Dirac statistics. In the case

with (−1)F inserted, each state is in addition signed according to whether it is

created by an even or odd number of fermionic creation operators.

From (7.5), we may thus summarize the partition functions for a single

c = 1
2 holomorphic fermion as

A

A

= q−1/48 trA q
L0

= q−1/48
∞∏

n=0

(1 + qn+1/2) =

√
ϑ3

η
, (7.13a)
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P

A

= q−1/48 trA(−1)F q
L0

= q−1/48
∞∏

n=0

(1 − qn+1/2) =

√
ϑ4

η
, (7.13b)

A

P

= 1√
2
q−1/48 trP q

L0
= 1√

2
q1/24

∞∏

n=0

(1 + qn) =

√
ϑ2

η
, (7.13c)

P

P

= 1√
2
q−1/48 trP (−1)F q

L0
= 1√

2
q1/24

∞∏

n=0

(1 − qn) = 0

“ = ”

√
ϑ1

iη
(7.13d)

(where trA,P continues to denote the trace in the anti-periodic and periodic

sectors). In (7.13a–d) we have also indicated that these partition functions may

be expressed directly in terms of standard Jacobi theta functions ϑi ≡ ϑi(0, τ)

[40] and the Dedekind eta function η(q) = q1/24
∏∞
n=1(1 − qn).

It might seem strange that Jacobi and his friends managed to define func-

tions including identically even the correct factor of q−c/24 that we derived

here physically as a vacuum energy on the torus. Their motivation, as we shall

confirm a bit later, is that these functions have nice properties under modular

transformations. (The connection between conformal invariance and modular

transformations in this context is presumably due to the rescaling of coordinates

involved in the transformation τ → −1/τ .) With the explicit results (7.13) in

hand, we can now reconsider the exact meaning of equations (7.12a, b). By

inspection of (7.13) we find first of all under τ → τ + 1 that

A

A

→ e
− iπ

24
P

A

P

A

→ e
− iπ

24
A

A

A

P

→ e
iπ
12

A

P

.

(7.14a)

The derivation of the transformation properties under τ → −1/τ uses the Pois-

son resummation formula, which we shall introduce at the end of this section.

The even simpler (phase-free) result in this case is

A

A

→ A

A

A

P

→ P

A

P

A

→ A

P

. (7.14b)
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We also defer to the end of this section some other identities satisfied by these

objects. For the time being, we point out that the definitions implicit in

(7.13a–c) may be used to derive immediately one of the standard ϑ-function

identities, √
ϑ2ϑ3ϑ4

η3
=

√
2

∞∏

n=1

(1 − q2n−1)(1 + qn)

=
√

2
∞∏

n=1

[
1 − qn

1 − q2n

]
(1 + qn) =

√
2 ,

usually written in the form

ϑ2ϑ3ϑ4 = 2η3 . (7.15)

Equations (7.13a–d) can be regarded as basic building blocks for a variety

of theories. They also provide a useful heuristic for thinking about Jacobi

elliptic functions in terms of free fermions. This representation can be used to

give a free fermionic realization of certain integrable models, where away from

criticality q acquires significance as a function of Boltzmann weights instead of

as the modular parameter on a continuum torus.

Equations (7.13a–d) also have an interpretation as
(
det ∂

)1/2
for the dif-

ferent fermionic spin structures, and indeed can be calculated from this point

of view by employing a suitable regularization prescription such as ζ-function

regularization. In the next section we shall calculate the partition function for

a single boson from this point of view. The generalization of the genus one

results (7.13a–d) to partition functions (equivalently fermion determinants) on

higher genus Riemann surfaces, as well as some of the later results to appear

here, may be found in [41],[42].

Finally we can use (7.13a–d) to write the c = 1
2 Virasoro characters defined

in (7.8) and (7.10) as

χ0 =
1

2

(
A

A

+ P

A

)
=

1

2

(√
ϑ3

η
+

√
ϑ4

η

)

χ1/2 =
1

2

(
A

A

− P

A

)
=

1

2

(√
ϑ3

η
−
√
ϑ4

η

)

χ1/16 =
1√
2

(
A

P

± P

P

)
=

1√
2

√
ϑ2

η
,

(7.16a)
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or conversely we can write

A

A

= χ0 + χ1/2

P

A

= χ0 − χ1/2

A

P

=
√

2χ1/16

P

P

= 0 .
(7.16b)

7.5. Critical Ising model on the torus

We now proceed to employ the formalism developed thus far to describe the

Ising model on the torus at its critical point. As explained in Cardy’s lectures,

this is a theory with c = c = 1
2 and a necessarily modular invariant partition

function. (The role of modular invariance in statistical mechanical systems on

a torus was first emphasized in [43].) Thus we should expect to be able to

represent it in terms of a modular invariant combination of spin structures for

two fermions ψ(w), ψ(w). It will turn out to be sufficient for (in fact required

by) modular invariance to consider only those spin structures for which both

fermions have the same boundary conditions on each of the two cycles. The

calculation of the partition function for the various spin structures can then be

read off directly from the purely holomorphic case. For anti-periodic boundary

conditions for both fermions on the two cycles, for example, we use (7.13a) to

write

AA

AA

≡ A

A

A

A

=

√
ϑ3

η

√
ϑ3

η
=

∣∣∣∣
ϑ3

η

∣∣∣∣ .

There is one minor subtlety in the PP Hamiltonian sector (i.e. with PP

boundary conditions along the “spatial” (σ1) direction), since we need to treat

the zero mode algebra of ψ0 and ψ0. Restricting to a non-chiral theory means

that we allow no operator insertions of separate (−1)FL or (−1)FR ’s, i.e. we

exclude boundary conditions for example of the form AP , and allow only

AA or PP . Then we need to represent only the non-chiral zero mode

algebra {(−1)F , ψ0} = {(−1)F , ψ0} = {ψ0, ψ0} = 0.

According to (6.20), the representation of the non-chiral zero mode algebra

requires only a two-dimensional ground state representation
∣∣h = 1

16 , h = 1
16

〉
±,
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with eigenvalues ±1 under (−1)F . These two states can be identified with two

(non-chiral) primary twist fields σ(w,w), µ(w,w) such that

σ(0)|0〉 =
∣∣ 1
16 ,

1
16

〉
+

and µ(0)|0〉 =
∣∣ 1
16 ,

1
16

〉
− . (7.17)

The exact form of the operator product expansions of ψ and ψ with these two

fields can be determined by considering 4-point correlation functions (as Cσσε

was determined from (5.11)). The x → 0 limit of (5.13) determines that the

short distance operator product expansion of σ and µ take the form

σ(z, z)µ(w,w) =
1√

2 |z − w|1/4
(
e−iπ/4(z − w)1/2 ψ(w)

+ eiπ/4(z − w)1/2 ψ(w)
)
.

(7.18)

Either by taking operator products on both sides with µ or by using permu-

tation symmetry of operator product coefficients, we determine that the twist

operators satisfy the operator product algebra*

ψ(z)σ(w,w) =
eiπ/4√

2

µ(w,w)

(z − w)1/2

ψ(z)σ(w,w) =
e−iπ/4√

2

µ(w,w)

(z − w)1/2

ψ(z)µ(w,w) =
e−iπ/4√

2

σ(w,w)

(z − w)1/2

ψ(z)µ(w,w) =
eiπ/4√

2

σ(w,w)

(z − w)1/2
,

(7.19)

consistent with (6.20) under the identifications (7.17).

The remaining non-vanishing operator products of the Ising model can be

used to complete the ‘fusion rules’ of (5.4) to

[ε][ε] = 1

[σ][σ] = 1 + [ε]

[σ][ε] = [σ]

[ψ][σ] = [µ]

[ψ ][σ] = [µ]

[ψ][ψ] = 1

[µ][µ] = 1 + [ε]

[µ][ε] = [µ]

[ψ][µ] = [σ]

[ψ ][µ] = [σ]

[ψ ][ψ ] = 1

[µ][σ] = [ψ] + [ψ ]

[ψ][ψ ] = [ε]

[ψ][ε] = [ψ ]

[ψ ][ε] = [ψ]

(7.20)

* (7.18) was derived in [44] from the analog of (5.13) by correcting a sign (a mis-

print?) in the corresponding result in [1]. (7.19) here corrects the phases and normal-

izations (more misprints?) in eq. (1.13d) of [44]. I thank P. Di Francesco for guiding

me through the typos.
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for all the conformal families of the Ising model. We take this opportunity to

point out that the analysis of such operator algebras has a long history in the

statistical mechanical literature (see for example [15],[45]). As we noted near

the end of section 3, the minimal models of [1] gave a class of examples that

closed on only a finite number of fields. In [43], it was shown that modular

invariance on the torus for models with c ≥ 1 requires an infinite number of

Virasoro primary fields. Thus the c < 1 discrete series described in section

4 exhausts all (unitary) cases for which the operator algebra can close with

only a finite number of Virasoro primaries. Rational conformal field theories,

whose operator algebras close on a finite number of fields primary under a larger

algebra, however, can exist and be modular invariant at arbitrarily large values

of c.

Given the two vacuum states (7.17), the analog of (7.13c) for the non-chiral

case is thus

AA

PP

= (qq)−1/48tr qL0qL0 = 2(qq)1/24
∞∏

n=0

(1 + qn)(1 + qn)

=

√
ϑ2

η

√
ϑ2

η
=

∣∣∣∣
ϑ2

η

∣∣∣∣ .

We see that the factor of 1√
2

included in the definition (7.13c) together with

the factor of 1
2 reduction in ground state dimension for the non-chiral (−1)F

zero mode algebra results in the simple relation AA

PP

= A

P

A

P

.

From (7.14), we easily verify that the two combinations of spin structures,

(
AA

AA

+ PP

AA

+ AA

PP

)
and PP

PP

, (7.21)

for fermions ψ(w), ψ(w) on the torus are modular invariant. Although it would

seem perfectly consistent to retain only one of these two modular orbits to con-

struct a theory, we shall see that both are actually required for a consistent

operator interpretation. (In the path integral formulation of string theory this

constraint, expressed from the point of view of factorization and modular invari-

ance of amplitudes on a genus two Riemann surface, was emphasized in [46].)
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As a contribution to the partition function, PP

PP

of course vanishes due to

the fermion zero mode, but this spin structure does contribute to higher point

functions. Hence we shall carry it along in what follows as a formal reminder

of its non-trivial presence in the theory.

We thus take as our partition function

ZIsing =
1

2

(
AA

AA

+ PP

AA

+ AA

PP

± PP

PP

)

= (qq)−1/48 tr
AA

1

2

(
1 + (−1)F

)
q
L0
q
L0

+ (qq)−1/48 tr
PP

1

2

(
1 ± (−1)F

)
q
L0
q
L0

=
1

2

(∣∣∣∣
ϑ3

η

∣∣∣∣+
∣∣∣∣
ϑ4

η

∣∣∣∣+
∣∣∣∣
ϑ2

η

∣∣∣∣±
∣∣∣∣
ϑ1

η

∣∣∣∣
)

= χ0χ0 + χ1/2χ1/2 + χ1/16χ1/16 .

(7.22)

The overall factor of 1
2 is dictated by the operator interpretation of the sum

over spin structures as a projection, as expressed in the second line of (7.22),

and insures a unique ground state in each of the AA and PP sectors. We notice

that the partition function (7.22) neatly arranges itself into a diagonal sum

over three left-right symmetric Virasoro characters, corresponding to the three

conformal families that comprise the theory.

The projection dictated by modular invariance of (7.21) is onto (−1)F = 1

states in the AA sector, i.e. onto the states

ψ−n1
. . . ψ−n

`
ψ−n

`+1
. . . ψ−n

2k
|0〉 . (7.23)

In the PP sector the sign for the projection is not determined by modular

invariance, and the two choices of signs, although giving the same partition

function, lead to retention of two orthogonal sets of states, as discussed after

(7.10). That these two choices lead to equivalent theories is simply the σ ↔ µ

(order/disorder) duality of the critical Ising model.

In string theory projections onto states in each Hamiltonian sector with a

given value of (−1)F go under the generic name of GSO projection[47]. Such
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a projection was imposed to insure spacetime supersymmetry, among other

things, in superstring theory, and was later recognized as a general consequence

of modular invariance of the theory on a genus one surface. In the spacetime

context, the sign ambiguity in the P sector is simply related to the arbitrariness

in conventions for positive and negative chirality spinors. A general discussion

in the same notation employed here may be found in [48].

The partition function (7.22) corresponds to boundary conditions on the

Ising spins σ = ±1 periodic along both cycles of the torus, i.e. to

ZPP = P

P

boundary conditions, where we use italic A,P to denote boundary conditions

for Ising spins (as opposed to the fermions ψ, ψ). Depending on the choice of

(−1)F projection, the operators that survive in the spectrum are either {1, σ, ε}
or {1, µ, ε}, in each case providing a closed operator subalgebra of (7.20).

We can also consider the non-modular invariant case of Ising spins twisted

along the “time” direction, which we denote

ZPA = A

P

.

This case, as discussed in Cardy’s lectures (section 5.2), corresponds to calcu-

lating the trace of an operator that takes the Ising spins σ → −σ, but leaves the

identity 1 and energy ε invariant. In free fermion language, this is equivalent to

an operation that leaves the AA sector invariant (the (0,0) and (1
2 ,

1
2 ) families),

and takes the PP sector (the ( 1
16 ,

1
16 ) family) to minus itself. The resulting

partition function is thus

ZPA =
1

2

(
AA

AA

+ PP

AA

)
− 1

2

(
AA

PP

± PP

PP

)

= |χ0|2 + |χ1/2|2 − |χ1/16|2 .
(7.24)

The modular transformation τ → −1/τ then allows us to calculate the

partition function for the boundary conditions

ZAP = P

A

,
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with Ising spins now twisted in the “space” direction. Applying (7.14b) to

(7.24), then using (7.16, ) we find

ZAP =
1

2

(
AA

AA

− PP

AA

)
+

1

2

(
AA

PP

∓ PP

PP

)

= χ0χ1/2 + χ1/2χ0 + |χ1/16|2 .
(7.25)

We see that the negative sign between the first two terms in (7.25) changes the

choice of projection in the AA sector. Now we keep states with odd rather than

even fermion number as in (7.23), i.e. states with h−h ∈ Z+ 1
2 rather than with

h−h ∈ Z. This change is easily seen reflected in the off-diagonal combinations of

0 and 1
2 characters in (7.25). Changing boundary conditions on the Ising spins

thus allows us to focus on the operator content (ψ, ψ, and µ) of the theory that

would not ordinarily survive the projection. Playing with boundary conditions

is also a common practice in numerical simulations, so results such as these allow

a more direct contact between theory and “experiment” in principle. Further

analysis of partition functions with a variety of boundary conditions in c < 1

models, showing how the internal symmetries are tied in with their conformal

properties, may be found in [49].

While neither ZPA nor ZAP is modular invariant, we note that the com-

bination ZPA + ZAP = AA

AA

= |χ0 + χ1/2|2 is invariant under a subgroup of

the modular group, namely that generated by τ → −1/τ and τ → τ + 2. The

operator content surviving the projection for this combination is {1, ψ, ψ, ε},
again forming a closed operator subalgebra of (7.20).

Finally, from (7.25) the modular transformation τ → τ + 1 can be used to

determine the result for boundary conditions

ZAA = A

A

,

for anti-periodic Ising spins along both cycles of the torus. But from (7.14a)

we see that this just exchanges the first two terms in (7.25),

ZAA = −1

2

(
AA

AA

− PP

AA

)
+

1

2

(
AA

PP

∓ PP

PP

)

= −χ0χ1/2 − χ1/2χ0 + |χ1/16|2 ,
(7.26)
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giving the Z2 transformation properties of the operators ψ, ψ, and µ in the A

sector of the theory.

7.6. Recreational mathematics and ϑ-function identities

In this subsection we detail some of the properties of Jacobi elliptic func-

tions that will later prove useful. To illustrate the ideas involved, we begin with

a proof of the Jacobi triple product identity,

∞∏

n=1

(1 − qn)(1 + qn−1/2w)(1 + qn−1/2w−1) =
∞∑

n=−∞
q

1
2n

2

wn , (7.27)

for |q| < 1 and w 6= 0. (For |q| < 1 the expressions above are all absolutely

convergent so naive manipulations of sums and products are all valid.)

Rather than the standard combinatorial derivation* of (7.27), we shall try

to provide a more “physical” treatment. To this end, we consider the partition

function for a free electron-positron system with linearly spaced energy levels

E = ε0(n − 1
2 ), n ∈ Z, and total fermion number N = Ne −Ne. If we rewrite

the energy E and fugacity µ respectively in terms of q = e−ε0/T and w = eµ/T ,

then the grand canonical partition function takes the form

Z(w, q) =
∑

fermion
occupations

e
−E/T + µN/T

=

∞∑

N=−∞
wN ZN(q)

=
∞∏

n=1

(1 + qn−1/2w)(1 + qn−1/2w−1) ,

(7.28)

where ZN (q) is the canonical partition function for fixed total fermion number

N . The lowest energy state contributing to Z0 has all negative energy levels

filled (and by definition of the Fermi sea has energy E = 0). States excited to

energy E = Mε0 are described by a set of integers k1 ≥ k2 ≥ · · · ≥ k` > 0,

with
∑`
i=1 ki = M (these numbers specify the excitations of the uppermost `

* following from the recursion relation P (qw, q) = 1+q
−1/2

w
−1

1+q
1/2

w
P (w, q) = 1

q
1/2

w
P (w, q),

satisfied by the left hand side P (w, q) of (7.27) (see e.g. [50]).
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particles in the Fermi sea, starting from the top). The total number of such

states is just the number of partitions P (M), so that

Z0 =

∞∑

M=0

P (M)qM =
1∏∞

n=1(1 − qn)
.

The lowest energy state in the sector with fermion number N , on the other

hand, has the first N positive levels occupied, contributing a factor

q1/2 · · · qN−3/2qN−1/2 = q

∑N
n=1(j − 1

2 )
= qN

2/2 .

Excitations from this state are described exactly as for Z0, so that ZN =

qN
2/2Z0. Combining results gives

Z(w, q) =

∞∑

N=−∞
wN ZN (q) =

∞∑

N=−∞
wN

qN
2/2

∏∞
n=1(1 − qn)

,

thus establishing (7.27).

The basic result (7.27) can be used to derive a number of subsidiary identi-

ties. If we substitute w = ±1,±q−1/2, (7.27) allows us to express the ϑ-functions

in (7.13a–d) as the infinite summations

ϑ3 =

∞∑

n=−∞
qn

2/2

ϑ4 =

∞∑

n=−∞
(−1)nqn

2/2

ϑ2 =

∞∑

n=−∞
q

1
2 (n− 1

2 )2

ϑ1 = i

∞∑

n=−∞
(−1)nq

1
2 (n− 1

2 )2 (= 0) .

(7.29)

We can also express the Dedekind η function as an infinite sum. We sub-

stitute q → q3, w → −q−1/2 in (7.27) to find

∞∏

n=1

(1 − q3n)(1 − q3n−2)(1 − q3n−1) =

∞∑

n=−∞
q3n

2/2(−1)n q−n/2 ,

or equivalently
∞∏

n=1

(1 − qn) =

∞∑

n=−∞
(−1)n q

1
2 (3n2−n) . (7.30)
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Multiplying by q1/24 then gives

η(q) = q1/24
∞∏

n=1

(1 − qn) =
∞∑

n=−∞
(−1)n q

3
2 (n−1/6)2 . (7.31)

The identity (7.30) is known as the Euler pentagonal number theorem.

Someone invariably asks why. Those readers* with a serious interest in recre-

ational mathematics will recall that there exists a series of k-gonal numbers

given by
(k − 2)n2 − (k − 4)n

2
.

They describe the number of points it takes to build up successive embedded

k-sided equilateral figures (see fig. 11 for the cases of triagonal (k = 3) num-

bers, (n2 + n)/2 = 1, 3, 6, . . . ; square (k = 4) numbers, n2 = 1, 4, 9, . . . ; and

pentagonal (k = 5) numbers, 1
2 (3n2 − n) = 1, 5, 12, . . . ). Generating functions

for some of the other k-gonal numbers may be found in [50].

•

•
• •

•
• •

• • •

•

• •
• •

• • •
• • •
• • •

•

•
• •
• •

•
• •

• • • •
• •
• • •

Fig. 11. First three triagonal, square, and pentagonal numbers.

(One of Euler’s original interests in (7.30) was evidently its combinatorial

interpretation. The left hand side is the generating function for E(n) − U(n),

where E(n) is the number of partitions of n into an even number of unequal

parts, and U(n) that into an odd number. Thus (7.30) states that E(n) = U(n)

except when n = 1
2 (3k2 ± k), in which case E(n) − U(n) = (−1)k.)

* I am grateful to M. Peskin for initiation in these matters.
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To treat modular transformation properties of the ϑ’s and η under τ →
−1/τ , we introduce the Poisson resummation formula in the form

∞∑

n=−∞
f(nr) =

1

r

∞∑

m=−∞
f̃
(m
r

)
, (7.32)

where the Fourier transform f̃ is defined as

f̃(y) =

∫ ∞

−∞
dx e−2πixyf(x) .

(7.32) is easily established by substituting f̃ on the right hand side. (The

natural generalization of (7.32) to higher dimensions is

∑

v∈Γ

f(v) =
1

V

∑

w∈Γ∗

f̃(w) ,

where Γ is a lattice, Γ∗ its dual (reciprocal), and V the volume of its unit cell.)

Using the sum form (7.31) of the η function, we may apply (7.32) to find

η
(
q(−1/τ)

)
= (−iτ)1/2η

(
q(τ)

)
. (7.33)

Similarly, from (7.29) we find that under τ → −1/τ ,

ϑ2 → (−iτ)1/2ϑ4 ϑ4 → (−iτ)1/2ϑ2 ϑ3 → (−iτ)1/2ϑ3 . (7.34)

We see that (7.12b) follows from (7.33) and (7.34). For completeness, we tabu-

late here as well the transformation properties under τ → τ + 1,

ϑ3 ↔ ϑ4 ϑ2 →
√
i ϑ2 η → e

iπ
12 η , (7.35)

as already used in (7.14a).

We also note that the right hand side of (7.27) with w = e2πiz defines the

function ϑ3(z, τ), in terms of which generalizations of all the ϑi ≡ ϑi(0, τ)’s are
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written

ϑ3(z, τ) =

∞∑

n=−∞
qn

2/2e2πinz

ϑ4(z, τ) = ϑ3(z + 1
2 , τ) =

∞∑

n=−∞
(−1)nqn

2/2e2πinz

ϑ1(z, τ) = −ieizq1/8ϑ4(z + τ
2 , τ) = i

∞∑

n=−∞
(−1)nq

1
2 (n− 1

2 )2eiπ(2n−1)z

ϑ2(z, τ) = ϑ1(z + 1
2 , τ) =

∞∑

n=−∞
q

1
2 (n− 1

2 )2eiπ(2n−1)z .

(7.36)

The parameter z is useful for expressing the functional integral for complex

fermions with boundary conditions twisted by an arbitrary phase, as mentioned

at the end of subsection 7.1. For representations of affine algebras in terms of

free fermions, z also plays the role of the Cartan angle in the affine characters.

In string theory where spacetime gauge symmetries are realized as affine alge-

bras on the worldsheet, the z dependence would then provide the dependence

of the partition function on background gauge fields. Properties of spacetime

gauge and gravitational anomalies may then be probed via the modular trans-

formation properties of the functions (7.36) (see [48] for more details). The z

dependence of the ϑ-functions also provides the coordinate dependence of cor-

relation functions on the torus (for the critical Ising model for example, see

[44]).

Some other popular modular invariants are also readily constructed in

terms of free fermions. For eight chiral fermions, ψµ=1,8(z), all with the same

spin structure, we find

1

2

(
A8

A8

− P8

A8

− A8

P8

)
=

1

2

1

η4

(
ϑ4

3 − ϑ4
4 − ϑ4

2

)
= 0 , (7.37)

where the signs are determined by invariance under (7.34) and (7.35). A

straightforward way to understand the vanishing of this quantity is to rec-

ognize that 1
2

(
ϑ4

3 − ϑ4
4

)
=
∑

v∈Γ q
1
2v

2

, where Γ is the lattice composed of 4-

vectors whose components vi ∈ Z satisfy
∑4
i=1 v

i = 1 mod 2. We also recognize
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1
2ϑ

4
2 = 1

2

(
ϑ4

2+ϑ4
1

)
=
∑
v∈Γ′ q

1
2v

2

where Γ′ is composed of vectors with vi ∈ Z+ 1
2

and
∑4
i=1 v

i = 0 mod2. But these two lattices are related by Γ′ = MΓ, where

M is the SO(4) transformation

M =




1
2

1
2

1
2

1
2

1
2

1
2 − 1

2 − 1
2

1
2 − 1

2 − 1
2

1
2

1
2 − 1

2
1
2 − 1

2


 ,

so it follows that
∑

v∈Γ q
1
2v

2

=
∑
v∈Γ′ q

1
2v

2

. (Acting on the weight lattice of

SO(8), the transformation M above is the triality rotation that exchanges the

vector with one of the two spinors.)

In superstring theory, the vanishing of (7.37) is the expression of spacetime

supersymmetry at one-loop order. The first two terms represent the contribu-

tion to the spectrum of (GSO projected) spacetime bosons, and the last term

the spacetime fermions. Another way to see that (7.37) has to vanish is to recall

[51] that a basis for modular forms of weight 2k is given by Gα2G
β
3 (α, β ∈ Z+,

2α+ 3β = k), where the Gk(τ) =
∑

{m,n}6={0,0}(mτ + n)−2k are the Eisenstein

series of weights 4 and 6 for k = 2, 3 respectively. (A modular form of weight 2k

satisfies f
(
aτ+b
cτ+d

)
= (cτ + d)2kf(τ), so that f(τ)(dτ)k is invariant.) From the

modular transformation properties (7.34) and (7.35), we see that ϑ4
3 − ϑ4

4 − ϑ4
2

is a modular form of weight 2, of which there are none non-trivial, and hence

must vanish.

For 16 chiral fermions, ψµ=1,16(z), we find

1

2

(
A16

A16

+ P16

A16

+ A16

P16

)
=

1

2

1

η8

(
ϑ8

3 + ϑ8
4 + ϑ8

2

)
=

∑
v∈Γ8

qv
2/2

η8
,

where the summation is over lattice vectors v in Γ8, the E8 root lattice. This

is a lattice composed of vectors whose components vi are either all integral,

vi ∈ Z, or half-integral, vi ∈ Z + 1
2 , and in either case their sum is even,

∑8
i=1 v

i = 0 mod 2 (the last a consequence of the GSO projection on even

fermion number in the A and P sectors).

Actually, since 16 chiral fermions have c = 8, c = 0, the above combination

of spin structures has a leading q behavior of q−c/24 ∼ q−1/3 so it is strictly
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speaking only modular covariant. (In this case that means that it picks up a

cube root of unity phase under τ → τ + 1; since S2 = 1, the only possible

non-trivial phase for S would be −1, but this is excluded here by the other

relation (ST )3 = 1.) To get a modular invariant, we cube the E8 character to

find

1

23

(
A16

A16

+ P16

A16

+ A16

P16

)3

=
1

8

1

η24

(
ϑ8

3 + ϑ8
4 + ϑ8

2

)3

= j(q) =
1

q
+ 744 + 196884q+ . . . ,

where j is the famous modular invariant function (the coefficients in whose q-

expansion, excepting the constant term 744, are simply expressed in terms of

the dimensions of the irreducible representations of the monster group (see [52]

for a recent treatment with physicists in mind and for further references)).

We can also generalize this construction to 16k chiral fermions, ψµ=1,16k(z),

to get

1

2

(
A16k

A16k

+ P16k

A16k

+ A16k

P16k

)

=
1

2

1

η8k
(ϑ8k

3 + ϑ8k
4 + ϑ8k

2 ) =

∑
v∈Γ8k

qv
2/2

η8k
,

where the lattice Γ8k is defined analogously to Γ8, i.e. again a lattice composed

of vectors whose components vi are either all integral, vi ∈ Z, or half-integral,

vi ∈ Z + 1
2 , such that in either case their sum is even,

∑8k
i=1 v

i = 0 mod 2.

The Γ8k are examples of even self-dual integer lattices. (An integer lattice Γ

is such that vectors v ∈ Γ have v2 ∈ Z. The dual lattice Γ∗ consists of all

vectors w such that w · v ∈ Z, and a self-dual lattice satisfies Γ = Γ∗. See [51]

for more details.) Modular covariant fermionic partition functions of the form

considered here generically bosonize to theories of chiral bosons compactified

on such lattices.
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8. Free bosons on a torus

We now continue our study of conformal field theory on the torus to the

next simplest case, that of free bosons. This case affords a surprising richness

of structure that begins to hint at the complexity of more general conformal

field theories.

8.1. Partition function

In the previous section, we calculated the partition functions (7.13) for free

fermions with assorted boundary conditions on a torus by means of the Hamil-

tonian interpretation in which the sum over Hilbert space states is implemented

with appropriate operator insertions. A similar procedure could be employed

to calculate free bosonic partition functions. To illustrate the alternative in-

terpretation of partition functions as determinants of operators, however, we

shall instead calculate the bosonic partition functions by means of a Lagrangian

formulation in this section.

Since we are dealing with a free field theory with action

S =
1

2π

∫
∂X∂X , (8.1)

we can calculate functional integral exactly simply by taking proper account

of the boundary conditions. We assume a bosonic coordinate X ≡ X + 2πr

compactified on a circle of radius r. That means when we calculate the func-

tional integral, we need to consider all “instanton” sectors n′

n
with boundary

conditions

X0(z + τ, z + τ ) = X0(z, z) + 2πrn′ X0(z + 1, z + 1) = X0(z, z) + 2πrn .

The solutions to the classical equations of motion, ∂∂X0 = 0, with the above

boundary conditions, are

X
(n′,n)
0 (z, z) = 2πr

1

2iτ2

(
n′(z − z) + n(τz − τz)

)
. (8.2)

In each such sector, we also have a contribution from the fluctuations around

the classical solution.
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The functional integral is easily evaluated using the normalization conven-

tions of [53].* (In general, functional integrals are defined only up to an infinite

constant so only their ratios are well-defined, and any ambiguities are resolved

via recourse to canonical quantization. The prescription here is chosen to give a

τ2 dependence consistent with modular invariance, and an overall normalization

consistent with the Hamiltonian interpretation. A related calculation may be

found in [54].) To carry out the DX integration, we separate the constant piece

by writing X(z, z) = X̃+X ′(z, z), where X ′(z, z) is orthogonal to the constant

X̃, and write DX = dX̃ DX ′. We normalize the gaussian functional integral to
∫
DδX e−

1
2π

∫
(δX)2 = 1, so that

∫
DδX ′ e

− 1
2π

∫
(δX)2

=

(∫
dx e

− 1
2π

∫
x2
)

−1

=

(
π

1
2π

∫
1

)−1/2

=

√
2τ2
π

.

In (8.1), we have taken the measure to be 2idz∧dz (=4τ2 dσ
1∧dσ0 in coordinates

z = σ1 + τσ0), so the integral on the torus is normalized to
∫

1 = 4τ2. The

integral over the constant piece X̃, on the other hand, just gives 2πr.

Now from (8.2), we have that ∂X
(n′,n)
0 = 2πr

2iτ2
(n′ − τn). Substituting into

the action (8.1), together with the above normalization conventions, allows us

to express the functional integral in the form

∫
e
−S

= 2πr

√
2τ2
π

1

det′ 1/2

∞∑

n,n′=−∞
e
−S
[
X

(n′,n)
0

]

= 2r
√

2τ2
1

det′ 1/2

∞∑

n,n′=−∞
e
4τ2

1
2π

(
2πr
2iτ2

)2

(n′ − τn)(n′ − τn)

= 2r
√

2τ2
1

det′ 1/2

∞∑

n,n′=−∞
e
−2π

(
1
τ2

(n′r − τ1nr)
2 + τ2 n

2r2
)

,

(8.3)

where ≡ −∂∂, and det ′ is a regularized determinant.

* I am grateful to A. Cohen for his notes on the subject.
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To evaluate det′ as a formal product of eigenvalues, we work with a

basis of eigenfunctions

ψnm = e
2πi 1

2iτ2

(
n(z − z) +m(τz − τz)

)
,

single-valued under both z → z + 1, z → z + τ . The regularized determinant is

defined by omitting the eigenfunction with n = m = 0,

det ′ ≡
∏

{m,n}6={0,0}

π2

τ2
2

(n− τm)(n− τm) . (8.4)

The infinite product may be evaluated using ζ-function regularization (recall

that ζ(s) =
∑∞
n=1 n

−s, ζ(−1) = − 1
12 , ζ(0) = − 1

2 , ζ′(0) = − 1
2 ln 2π). In this

regularization scheme we have for example

∞∏

n=1

a = aζ(0) = a−1/2 and
∞∏

n=−∞
a = a2ζ(0)+1 = 1 ,

so that in particular for the product in (8.4), with m = n = 0 excluded, we

find
∏′(π2/τ2

2 ) = τ2
2 /π

2. Another identity in this scheme that we shall need is
∏∞
n=1 n

α = e−αζ
′(0) = (2π)α/2.

The remainder of (8.4) is evaluated by means of the product formula
∏∞
n=−∞(n+ a) = a

∏∞
n=1(−n2)(1 − a2/n2) = 2i sinπa. The result is

det ′ =
∏

{m,n}6={0,0}

π2

τ2
2

(n−mτ)(n −mτ)

=
τ2
2

π2

(∏

n6=0

n2

) ∏

m 6=0, n∈Z

(n−mτ)(n −mτ)

=
τ2
2

π2
(2π)2

∏

m>0,n∈Z

(n−mτ)(n+mτ)(n−mτ)(n+mτ )

= 4τ2
2

∏

m>0

(e−πimτ − eπimτ )2(e−πimτ − eπimτ )2

= 4τ2
2

∏

m>0

(qq)−m(1 − qm)2(1 − qm)2

= 4τ2
2 (qq)1/12

∏

m>0

(1 − qm)2(1 − qm)2 = 4τ2
2 η

2η2 ,
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so the relevant contribution to (8.3) is

2r
√

2τ2
1

det ′1/2 =

√
2

τ2
r

1

ηη
. (8.5)

Since under the modular transformation τ → −1/τ , we have τ2 → τ2/|τ |2, we

verify modular invariance of (8.5) from the modular transformation property

(7.33) of η. Techniques identical to those used to derive (8.5) could also have

been used to derive the fermion determinants (7.13). ((8.5) can also be com-

pared with the result of section 4.2 of Cardy’s lectures. For a general action
g
4π

∫
∂φ∂φ, with φ ≡ φ+2πR, the “physical” quantity r =

√
g
2 R is independent

of rescaling of φ, and coincides with the usual radius for g = 2, as desired from

the normalization of (2.14). We see that the right hand side of (8.5) takes the

form g1/2R/(τ
1/2
2 ηη), and for R = 1 agrees with Cardy’s eq. (4.10)).

We have now to consider the effect of summing over the instanton sectors,

or equivalently the interpretation of the momentum zero modes pL ≡ α0, pR ≡
α0. As usual in making the comparison between Lagrangian and Hamiltonian

formulations, the summation over the winding n′ in the “time” direction in

(8.3) can be exchanged for a sum over a conjugate momentum by performing

a Poisson resummation (7.32). Thus we first take the Fourier transform of

f(n′r) = e−(2π/τ2)(n
′r−τ1nr)2 ,

f̃(p) =

∫ ∞

−∞
dx e

2πixp
f(x) =

√
τ2
2

e
2πiτ1nrp− 1

2πτ2p
2

.

Then we substitute (7.32) and (8.5) to express (8.3) as

∫
e
−S

=
1

ηη

∞∑

n,m=−∞
e
−2πτ2n

2r2 + 2πiτ1nm− 1
2πτ2(m/r)

2

=
1

ηη

∞∑

n,m=−∞
q

1
2 (m2r + nr)2

q
1
2 (m2r − nr)2

=
1

ηη

∞∑

n,m=−∞
q

1
2 (p2 + w)2

q
1
2 (p2 − w)2

.

(8.6)

In the last line we have introduced the momentum p = m/r and the winding

w = nr. We see that this conjugate momentum is quantized in units of 1/r. It
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is convenient to define as well pL,R = p/2 ± w = m/2r ± nr, and express the

result for the partition function in the form

Zcirc(r) =

∫
e
−S

=
1

ηη

∞∑

n,m=−∞
q

1
2p

2
L
q

1
2p

2
R
. (8.7)

(Generalizations of (8.7) to higher dimensions and additional background fields

are derived from the Hamiltonian and Lagrangian points of view in [55].)

To complete the identification with the Hamiltonian trace over Hilbert

space states, we now recall the alternative interpretation of (8.7) as (qq)−c/24tr qL0qL0 .

We infer an infinite number of Hilbert space sectors |m,n〉, labeled by m,n =

−∞,∞, for which

L0|m,n〉 =
1

2

(m
2r

+ nr
)2

|m,n〉

and L0|m,n〉 =
1

2

(m
2r

− nr
)2

|m,n〉 .
(8.8)

We see that L0 =
∑
α−mαm + 1

2p
2
L, with α0 ≡ pL = (p2 + w), and L0 =

∑
α−mαm+ 1

2p
2
R, with α0 ≡ pR = p

2 −w. We also see that the |m,n〉 state has

energy and momentum eigenvalues

H = L0 + L0 =
1

2
(p2
L + p2

R) =
1

4
p2 + w2 =

m2

4r2
+ n2r2

P = L0 − L0 =
1

2
(p2
L − p2

R) = pw = mn ∈ Z .

(8.9)

(We note briefly how the eigenvalues of α0 and α0 can also be determined

directly in the Hamiltonian point of view. Since α0 + α0 is the zero mode of

the momentum ∂X conjugate to the coordinate X , with periodicity 2πr, it

has eigenvalues quantized as p = m/r (m ∈ Z). Mutual locality, i.e. integer

eigenvalues of L0 −L0, of the operators that create momentum/winding states

then fixes the difference α0 − α0 = 2w = 2nr.)

The factor of (ηη)−1 in (8.5) also has a straightforward Hamiltonian inter-

pretation. The bosonic Fock space generated by α−n consists of all states of

the form |m,n〉, α−n|m,n〉, α2
−n|m,n〉, . . . . Calculating as for the fermionic
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case (before (7.13)) and ignoring for the moment the zero mode contribution,

we find for the trace in the |m,n〉 Hilbert space sector

trq
L0

= tr q
∑

∞

n=1
α−nαn =

∞∏

n=1

(1 + qn + q2n + . . .) =

∞∏

n=1

1

1 − qn
,

as expected for Bose-Einstein statistics. Including the α−n’s as well, we have

(qq)−c/24 trqL0qL0 = (qq)−1/24
∞∑

N,M=0

P (N)P (M) qNqM =
1

ηη
,

where the product P (N)P (M) just counts the total number of states

α−n1 . . . α−nm α−m1 . . . α−mk
|m,n〉

with
∑m

i=1 ni = N ,
∑k

j=1mj = M .

The result (8.6) is easily verified to be modular invariant. Under τ → τ+1,

each term in (8.6) acquires a phase exp 2πi 12 (p2
L − p2

R), which is equal to unity

by the second relation in (8.9). Under τ → −1/τ , we note that the boundary

conditions in the Lagrangian formulation transform as n′

n
→ (−n)

n′
, so

we see how summation over n′ and n may result in a modular invariant sum.

We see moreover that the roles of “space” and “time” are interchanged by

τ → −1/τ , so it is clear that to verify modular invariance we should perform

a Poisson resummation over both m and n in (8.6). Doing that and using the

transformation property (7.33) of η indeed establishes the modular invariance

of (8.6).

(Modular invariance of (8.6) can be understood in a more general frame-

work as follows[56]. Consider (pL, pR) to be a vector in a two-dimensional space

with Lorentzian signature, so that (pL, pR) · (p′L, p′R) ≡ pLp
′
L − pRp

′
R. We may

write arbitrary lattice vectors as

(pL, pR) = m

(
1

2r
,

1

2r

)
+ n(r,−r) = mk + nk ,

where the basis vectors k, k satisfy kk = 1, k2 = k
2

= 0. k and k generate what

is known as an even self-dual Lorentzian integer lattice Γ1,1. (Self-duality here
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is defined for Lorentzian signature just as was defined for Euclidean signature

at the end of section 7.) The general statement is that partition functions of

the form

ZΓr,s =
1

ηrηs

∑

(p
L
,p

R
)∈Γr,s

q
1
2p

2
L
q

1
2p

2
R

are modular covariant provided that Γr,s is an r + s dimensional even self-

dual Lorentzian lattice of signature (r, s). The even property, p2
L − p2

R ∈ 2Z,

guarantees invariance under τ → τ + 1 (up to a possible phase from η−rη−s

when r − s 6= 0 mod 24), while the self-duality property guarantees invariance

under τ → −1/τ . Such lattices exist in every dimension d = r − s = 0 mod 8,

and for r, s 6= 0 are unique up to SO(r, s) transformations. In the Euclidean case

discussed at the end of section 7, on the other hand, there are a finite number of

such lattices for every d = r = 0 mod 8, unique up to SO(d) transformations.)

We close here by pointing out that the partition function (8.7) can also be

expressed in terms of c = 1 Virasoro characters. To see what these characters

look like, we recall from the results of section 4 that there are no null states

for c > 1 except at h = 0, and none at c = 1 except at h = n2/4 (n ∈ Z). For

c > 1, this means that the Virasoro characters take the form

χh 6=0(q) =
1

η
qh−(c−1)/24 (8.10a)

χ0(q) =
1

η
q−(c−1)/24(1 − q) (8.10b)

(the extra factor of (1 − q) in the latter due to L−1|0〉 = 0). At c = 1 (8.10a)

remains true for h 6= n2/4 but for h = n2/4, due to the null states the characters

are instead

χn2/4(q) =
1

η

(
qn

2/4 − q(n+2)2/4
)

=
1

η
qn

2/4
(
1 − qn+1

)
. (8.11)

Unlike the Ising partition function (7.22), which was expressible in terms of a

finite number of Virasoro characters, the expression for (8.7) would involve an

infinite summation. This is consistent with result of [43] cited after (7.20), that

for c ≥ 1 modular invariance requires an infinite number of Virasoro primaries.
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8.2. Fermionization

In earlier sections we have alluded to the fact that two chiral (c = 1
2 )

fermions are equivalent to a chiral (c = 1) boson. In this subsection we

shall illustrate this correspondence explicitly on the torus. Consider two Dirac

fermions comprised of ψ1(z), ψ2(z) and ψ1(z), ψ2(z). By Dirac fermion on the

torus [57], we mean to take all these fermions to have the same spin structure.

The partition function for such fermions is consequently given by the modular

invariant combination of spin structures

ZDirac =
1

2

(
A2A2

A2A2

+ P2P2

A2A2

+ A2A2

P2P2

+ P2P2

P2P2

)

=
1

2

(∣∣∣∣
ϑ3

η

∣∣∣∣
2

+

∣∣∣∣
ϑ4

η

∣∣∣∣
2

+

∣∣∣∣
ϑ2

η

∣∣∣∣
2

+

∣∣∣∣
ϑ1

η

∣∣∣∣
2)

,

(8.12)

where we have for convenience chosen the projection on (−1)F = +1 states in

the PP sector.

The partition functions (7.13) were all derived from the standpoint of the

expressions of the ϑ-functions as infinite products. In (7.29), however, we have

seen that these functions also admit expressions as infinite sums via the Jacobi

triple product identity. We shall now see that this equivalence is the expression

of bosonization of fermions on the torus. Substituting the sum forms of the

ϑ-functions in (8.12), we find

ZDirac =
1

ηη

∞∑

n,m=−∞

(
q

1
2n

2

q
1
2m

2

+ q
1
2 (n+ 1

2 )2q
1
2 (m+ 1

2 )2
) 1

2

(
1 + (−1)n+m

)

=
1

ηη

∞∑

n,m′=−∞

(
q

1
2 (n+m′)2q

1
2 (n−m′)2 + q

1
2 (n+ 1

2 +m′)2q
1
2 (n+ 1

2−m
′)2
)

=
1

ηη

∞∑

n,m=−∞
q

1
2 (m2 + n)2

q
1
2 (m2 − n)2

= Zcirc(r = 1) ,

(8.13)

equal to the bosonic partition function (8.7) at radius r = 1. (In (8.13) we have

used the property that 1
2

(
1+(−1)n+m

)
acts as a projection operator, projecting

onto terms in the summation with n+m even, automatically implemented in
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the next line by the reparametrization of the summation in terms of n and

m′.) Recalling that the vertex operators e±ix(z) have conformal weight h = 1
2 ,

it is not surprising that (8.12) emerges as the bosonic partition function at

radius r = 1. It is precisely at this radius that the vertex operators e±ix(z)

are suitably single-valued under x → x+ 2π/r = x + 2π. The connection with

the real fermions above is given, as in (6.14), by e±ix(z) = i√
2

(
ψ1(z)± iψ2(z)

)
,

e±ix(z) = i√
2

(
ψ1(z) ± iψ2(z)

)
.

By comparing (8.12) and (8.13) we can identify the states in the bosonic

form of the partition function that correspond to the states in the various sectors

of the fermionic form. The partition function only includes states that survive

the GSO projection onto (−1)F = +1 (where F = F1 + F2 + F 1 + F 2 is the

total fermion number). Thus we need to extend the range of n in the last line

of (8.13) to n ∈ Z/2 to construct a non-local covering theory that includes as

well the (−1)F = −1 states prior to projection. Then the states of the A2A2

fermionic sector with (−1)F = ±1 are given respectively by {n ∈ Z, m ∈ 2Z}
and {n ∈ Z+ 1

2 , m ∈ 2Z+1}; while the states of the P2P2 fermionic sector with

(−1)F = ±1 are given respectively by {n ∈ Z, m ∈ 2Z + 1} and {n ∈ Z + 1
2 ,

m ∈ 2Z}. Thus we have seen how the classical identity (7.27) becomes the

statement of bosonization of fermions on the torus. (The generalization of

these results to arbitrary genus Riemann surfaces, including the interpretation

of modular invariance at higher genus as enforcing certain projections, may be

found in [41][58].)

If we relax the restriction in (8.12) that all fermions ψ1,2, ψ1,2 have the

same spin structure, then we can construct another obvious c = c = 1 modular

invariant combination,

Z2
Ising =

1

22

(
AA

AA

+ PP

AA

+ AA

PP

)(
AA

AA

+ PP

AA

+ AA

PP

)

=
1

4

(∣∣∣∣
ϑ3

η

∣∣∣∣+
∣∣∣∣
ϑ4

η

∣∣∣∣+
∣∣∣∣
ϑ2

η

∣∣∣∣
)2

.

(8.14)

Following [57], we refer to the choice of independent boundary conditions for

ψ1, ψ1 and ψ2, ψ2 as specifying two Majorana fermions (as opposed to a single
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Dirac fermion). The partition function (8.14) is of course the square of the Ising

partition function (7.22).

It is natural to ask whether (8.14) as well has a representation in terms

of a free boson. It is first of all straightforward to see that (8.14) does not

correspond to (8.7) for any value of r. (For example, one may note that the

spectrum of (8.14) has two ( 1
16 ,

1
16 ) states. But (8.7) has two such states only

for r =
√

2 and r = 1/2
√

2, at which points it is easy to see that there are no

(1
2 ,

1
2 ) states.) The distinction between (8.12) and (8.14) is the decoupling of

the spin structures of the two Majorana fermions. Due to the correspondence

ψ1,2 ∼ (eix± e−ix), we see that the bosonic operation x→ −x, taking ψ1 → ψ1

and ψ2 → −ψ2 (and similarly for ψ1,2), distinguishes between ψ1, ψ1 and ψ2, ψ2.

The key to constructing a bosonic realization of (8.14), then, is to implement

somehow the symmetry action x→ −x on (8.7). This is provided by the notion

of an orbifold, to which we now turn.

8.3. Orbifolds in general

Orbifolds arise in a purely geometric context by generalizing the notion of

manifolds to allow a discrete set of singular points. Consider a manifold M
with a discrete group action G : M → M. This action is said to possess a fixed

point x ∈ M if for some g ∈ G (g 6= identity), we have gx = x. The quotient

space M/G constructed by identifying points under the equivalence relation

x ∼ gx for all g ∈ G defines in general an orbifold. If the group G acts freely

(no fixed points) then we have the special case of orbifold which is an ordinary

manifold. Otherwise the points of the orbifold corresponding to the fixed point

set have discrete identifications of their tangent spaces, and are not manifold

points. (A slightly more general definition of orbifold is to require only that the

above condition hold coordinate patch by coordinate patch.) A simple example

is provided by the circle, M = S1, coordinatized by x ≡ x + 2πr, with group

action G = Z2 : S1 → S1 defined by the generator g : x → −x. This group

action has fixed points at x = 0 and x = πr, and we see in fig. 12 that the

S1/Z2 orbifold is topologically a line segment.
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Fig. 12. The orbifold S1/Z2.

In conformal field theory, the notion of orbifold acquires a more generalized

meaning. It becomes a heuristic for taking a given modular invariant theory

T , whose Hilbert space admits a discrete symmetry G consistent with the in-

teractions or operator algebra of the theory, and constructing a “modded-out”

theory T /G that is also modular invariant[59].

Orbifold conformal field theories occasionally have a geometric interpre-

tation as σ-models whose target space is the geometrical orbifold discussed in

the previous paragraph. This we shall confirm momentarily in the case of the

S1/Z2 example. We shall also see examples however where the geometrical in-

terpretation is either ambiguous or non-existent. Consequently it is frequently

preferable to regard orbifold conformal field theories from the more abstract

standpoint of modding out a modular invariant theory by a Hilbert space sym-

metry. (Historically, orbifolds were introduced into conformal field theory [59]

(see also [60]) via string theory as a way to approximate conformal field the-

ory on “Calabi-Yau” manifolds. Even before the “phenomenological” interest

in the matter subsided, orbifold conformal field theories were noted to possess

many interesting features in their own right, and in particular enlarged the

playground of tractable conformal field theories.)

The construction of an orbifold conformal field theory T /G begins with a

Hilbert space projection onto G invariant states. It is convenient to represent

this projection in Lagrangian form as

1

|G|
∑

g∈G
g

1

, (8.15)
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where g
1

represents boundary conditions on any generic fields x in the theory

twisted by g in the “time” direction of the torus, i.e. x(z+τ) = gx(z). In Hamil-

tonian language such twisted boundary conditions correspond to insertion of

the operator realizations of group elements g in the trace over states, and hence

(8.15) corresponds to the insertion of the projection operator P = 1
|G|
∑
g∈G g.

But (8.15) is evidently not modular invariant as it stands since under S :

τ → −1/τ for example we have g
1

→ 1
g

(this is easily verified by shifting

appropriately along the two cycles of the torus using the representation S =

T−1UT−1 given before (7.12)). Under τ → τ+n we have moreover that 1
g

→

gn

g
, so we easily infer the general result

g

h

→ gahb

gchd
under τ → aτ + b

cτ + d
, (8.16)

for g, h ∈ G such that gh = hg. (We note that there seems an ambiguity in

(8.16) due to the possibility of taking a, b, c, d to minus themselves. But for self-

conjugate fields, for which charge conjugation C = 1 and the modular group

is realized as PSL(2,Z), g
h

and g−1

h−1
are equal. In a more general context

one would have to implement S2 = (ST )3 = C.)

To have a chance of recovering a modular invariant partition function, we

thus need to consider as well twists by h in the “space” direction of the torus,

x(z + 1) = hx(z), and define

ZT /G ≡
∑

h∈G

1

|G|
∑

g∈G
g

h

=
1

|G|
∑

g,h∈G
g

h

. (8.17)

The boundary conditions in individual terms of (8.17) are ambiguous for

x(z + τ + 1) unless gh = hg. Thus in the case of non-abelian groups G, the

summation in (8.17) should be restricted only to mutually commuting bound-

ary conditions gh = hg. From (8.16) we see that modular transformations

of such boundary conditions automatically preserve this property. Moreover

we see that (8.17) contains closed sums over modular orbits so it is formally
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invariant under modular transformations. (In the following we shall consider

for simplicity only symmetry actions that act symmetrically on holomorphic

and anti-holomorphic fields, so modular invariance of (8.17) is more or less im-

mediate. For more general asymmetric actions, additional conditions must be

imposed on the eigenvalues of the realizations of the group elements to insure

that no phase ambiguities occur under closed loops of modular transformations

that restore the original boundary conditions [59][61][62].) We also note that

the orbifold prescription, changing only boundary conditions of fields via a sym-

metry of the stress-energy tensor, always gives a theory with the same value of

the central charge c.

For G abelian, the operator interpretation of (8.17) is immediate. The

Hilbert space decomposes into a set of twisted sectors labeled by h, and in each

twisted sector there is a projection onto G invariant states. A similar interpre-

tation exists as well for the non-abelian case, although then it is necessary to

recognize that twisted sectors should instead be labeled by conjugacy classes

Ci of G. This is because if we consider fields hx(z) translated by some h, then

the g twisted sector, hx(z + 1) = ghx(z), is manifestly equivalent to the h−1gh

twisted sector, x(z+1) = h−1ghx(z). Now the number of elements g ∈ Ni ⊂ G

that commute with a given element h ∈ Ci ⊂ G depends only on the conjugacy

class Ci of h (the groupNi is known as the stabilizer group, or little group, of Ci

and is defined only up to conjugation). This number is given by |Ni| = |G|/|Ci|,
where |Ci| is the order of Ci. In the non-abelian case, we may thus rewrite the

summation in (8.17) as

1

|G|
∑

hg=gh

g

h

=
∑

i

1

|Ni|
∑

g∈Ni

g

Ci

,

manifesting the interpretation of the summation over g as a properly normalized

projection onto states invariant under the stabilizer group Ni in each twisted

sector labeled by Ci.

While we have discussed here only the construction of the orbifold par-

tition function (8.17), we point out that the orbifold prescription (at least in

120



the abelian case) also allows one to construct all correlation functions in prin-

ciple[63]. We also point out that we have been a bit cavalier in presenting the

summation in (8.17). In general such a summation will decompose into dis-

tinct modular orbits, i.e. distinct groups of terms each of which is individually

modular invariant. The full summation in (8.17) is nonetheless required for a

consistent operator interpretation of the theory (or equivalently for modular

invariance on higher genus Riemann surfaces). There may remain however dis-

tinct choices of relative phases between the different orbits in (8.17) (just as

in the case of the Ising model (7.22)), corresponding in operator language to

different choices of projections in twisted sectors. In [61], the different possible

orbifold theories T /G that may result in this manner were shown to be classi-

fied by the second cohomology group H2(G,U(1)), which equivalently classifies

the projective representations of the group G. (Torsion-related theories can

also be viewed to result from the existence of an automorphism of the fusion

rules of the chiral algebra of a theory. Instead of a diagonal sesquilinear com-

bination
∑
χiχi of chiral characters as the partition function, we would have

∑
χi Pij χj , where P is a permutation of the chiral characters that preserves

the fusion rules.)

8.4. S1/Z2 orbifold

We now employ the general orbifold formalism introduced above to con-

struct a G = Z2 orbifold conformal theory of the free bosonic field theory (8.1).

We first note that the action (8.1) is invariant under g : X → −X , under which

αn → −αn and αn → −αn. (Recall that X(z, z) = 1
2

(
x(z) + x(z)

)
, and the

αn’s and αn’s are respectively the modes of i∂x(z) and i∂x(z).) These include

the momentum zero modes pL = α0 and pR = α0 so the action of g on the

Hilbert space sectors |m,n〉 of (8.8) is given by |m,n〉 → | −m,−n〉.
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The general prescription (8.17) for the T /G orbifold partition function

reduces for G = Z2 to

Zorb(r) =
1

2

(
+

+

+ −
+

+ +

−
+ −

−

)

= (qq)−1/24tr(+)

1

2
(1 + g)qL0qL0

+ (qq)−1/24tr(−)

1

2
(1 + g)qL0qL0 .

(8.18)

In the first line of (8.18), we use ± to represent periodic and anti-periodic

boundary conditions on the free boson X along the two cycles of the torus. In

the second line tr(+) denotes the trace in the untwisted Hilbert space sector

H(+)

(
corresponding to X(z+ 1, z+ 1) = X(z, z)

)
, and tr(−) denotes the trace

in the twisted sector H(−)

(
corresponding to X(z + 1, z + 1) = −X(z, z)

)
.

The above symmetry actions induced by g : X → −X imply that the

untwisted Hilbert space H(+) decomposes into g = ±1 eigenspaces H±
(+) as

H+
(+) =

{
α−n1

· · ·α−n
`
α−n

`+1
· · ·α−n

2k

(
|m,n〉 + | −m,−n〉

)}

+
{
α−n1

· · ·α−n
`
α−n

`+1
· · ·α−n

2k+1

(
|m,n〉 − | −m,−n〉

)}
,

H−
(+) =

{
α−n1

· · ·α−n
`
α−n

`+1
· · ·α−n

2k+1

(
|m,n〉 + | −m,−n〉

)}

+
{
α−n1

· · ·α−n
`
α−n

`+1
· · ·α−n

2k

(
|m,n〉 − | −m,−n〉

)}
,

(8.19)

where ni ∈ Z+. We see that in each sector with {m,n} 6= {0, 0}, exactly half

the states at each level of L0 and L0 have eigenvalue g = +1. To calculate

tr(+)
1
2 (1 + g)qL0qL0 , we note that g|m,n〉 = | −m,−n〉, so that the trace with

g inserted receives only contributions from the states built with α’s and α’s on

|0, 0〉. The overall trace over states with eigenvalue g = +1 in the untwisted
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sector is thus given by

(qq)−1/24 tr
H+

(+)

qL0qL0 = (qq)−1/24 tr(+)

1

2
(1 + g)qL0qL0

=
1

2

1

ηη

∞∑

m,n=−∞
q

1
2 (m2r + nr)2

q
1
2 (m2r − nr)2

+
1

2

(qq)−1/24

∏∞
n=1(1 + qn)(1 + qn)

=
1

2
Zcirc(r) +

∣∣∣∣
η

ϑ2

∣∣∣∣ .

(8.20)

Next we need to construct the twisted Hilbert space H(−). The first sub-

tlety is that there are actually two dimension ( 1
16 ,

1
16 ) twist operators σ1,2,

satisfying

∂x(z)σ1,2(w,w) ∼ (z − w)−1/2 τ1,2(w,w)

∂x(z)σ1,2(w,w) ∼ (z − w)−1/2 τ̃1,2(w,w)
(8.21)

as in (6.11). (Here the dimensions of the excited twist operators τ1,2 and τ̃1,2 are

given respectively by
(

9
16 ,

1
16

)
and

(
1
16 ,

9
16

)
. The states identified with τ1,2(0)|0〉

and τ̃1,2(0)|0〉 can also be written α−1/2

∣∣ 1
16 ,

1
16

〉
1,2

and α−1/2

∣∣ 1
16 ,

1
16

〉
1,2

.) Geo-

metrically the existence of two twist operators results from the two fixed points

of the symmetry action g : X → −X , as depicted in fig. 12, and two distinct

Hilbert spaces are built on top of each of these two fixed point sectors. Equiv-

alently, we note two ways of realizing g, either as x → −x or as x → 2π − x,

and each realization is implemented by a different twist operator. The multi-

plicity is also easily understood in terms of the fermionic form of the current,

∂x ∼ ψ1ψ2. Then the two twist operators may be constructed explicitly in

terms of the individual twist operators for each of the two fermions. Finally the

multiplicity of vacuum states can also be verified by performing the modular

transformation

τ → −1/τ : −
+

→ +

−

to construct the trace +

−
over the spectrum of the unprojected twisted sector

from the trace −
+

over the untwisted sector with the operator insertion of g.
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Denoting the two
(

1
16 ,

1
16

)
twisted sector ground states by

∣∣ 1
16 ,

1
16

〉
1,2

, we

find that the twisted Hilbert space H(−) decomposes into g = ±1 eigenspaces

H±
(−) as

H+
(−) =

{
α−n1

· · ·α−n
`
α−n

`+1
· · ·α−n

2k

∣∣ 1
16 ,

1
16

〉
1,2

}

H−
(−) =

{
α−n1

· · ·α−n
`
α−n

`+1
· · ·α−n

2k+1

∣∣ 1
16 ,

1
16

〉
1,2

}
,

(8.22)

where the moding is now ni ∈ (Z + 1
2 )+. The overall trace over states with

eigenvalue g = +1 in the twisted Z2 sector is thus given by

(qq)−1/24 tr
H+

(−)

qL0qL0 = (qq)−1/24 tr(−)

1

2
(1 + g)qL0qL0

= 2
1

2

(
(qq)1/48

∏∞
n=1(1 − qn−1/2)(1 − qn−1/2)

+
(qq)1/48

∏∞
n=1(1 + qn−1/2)(1 + qn−1/2)

)

=

∣∣∣∣
η

ϑ4

∣∣∣∣+
∣∣∣∣
η

ϑ3

∣∣∣∣ .

(8.23)

Now if we substitute (8.20) and (8.23) into (8.18), and use the identity

ϑ2ϑ3ϑ4 = 2η3, we find that the orbifold partition function satisfies

Zorb(r) =
1

2

(
+

+

+ −
+

+ +

−
+ −

−

)

=
1

2

(
Zcirc(r) +

|ϑ3ϑ4|
ηη

+
|ϑ2ϑ3|
ηη

+
|ϑ2ϑ4|
ηη

)
.

(8.24)

We note that modular invariance of (8.24) can be easily verified from the trans-

formation properties (7.14).

We may now at last return to the point left open earlier, namely the bosonic

realization of the Ising2 partition function (8.14). From (8.12) and (8.24) we

evaluate Zorb(r = 1),

Zorb(1) =
1

2

( |ϑ3|2 + |ϑ4|2 + |ϑ2|2
2|η|2

)
+

1

2

( |ϑ3ϑ4|
|η|2 +

|ϑ2ϑ3|
|η|2 +

|ϑ2ϑ4|
|η|2

)

=
1

4

(∣∣∣∣
ϑ3

η

∣∣∣∣+
∣∣∣∣
ϑ4

η

∣∣∣∣+
∣∣∣∣
ϑ2

η

∣∣∣∣
)2

= Z2
Ising .
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We thus see that two Majorana fermions bosonize onto an S1/Z2 orbifold at

radius r = 1. The Z2
Ising theory can also be constructed directly as an orbifold

from the ZDirac theory by modding out by the Z2 symmetry ψ2 → −ψ2, ψ2 →
−ψ2.

It is useful to consider the generic symmetry possessed by the family of

theories (8.24). The two twist operators σ1,2 of (8.21) and their operator al-

gebras are unaffected by changes in the radius r. The theory consequently

admits a generic symmetry generated by separately taking either σ1 → −σ1 or

σ2 → −σ2, or interchanging the two, σ1 ↔ σ2. The group so generated is iso-

morphic to D4, the eight element symmetry group of the square. (This group

may also be represented in terms of Pauli matrices as {±1,±σx,±iσy,±σz},
with the order four element iσy, say, corresponding to σ1 → −σ2, σ2 → σ1).

D4 is also the generic symmetry group of a lattice model constructed by

coupling together two Ising models, known as the Ashkin-Teller model. If we

denote the two Ising spins by σ and σ′, then the Ashkin-Teller action is given

by

SAT = −K2

∑

〈ij〉

(
σiσj + σ′

iσ
′
j

)
−K4

∑

〈ij〉
σiσjσ

′
iσ

′
j , (8.25)

where the summation is over nearest neighbor sites 〈ij〉 on a square lattice.

The D4 symmetry group in this case is generated by separately taking either

σ → −σ or σ′ → −σ′, or interchanging the two, σ ↔ σ′, on all sites. Since

there are now two parameters, (8.25) has a line of critical points, given by the

self-duality condition exp(−2K4) = sinh 2K2. As shown in [64], the critical

partition function for the Ashkin-Teller model on a torus takes identically the

form (8.24), with sin(πr2/4) = 1
2 coth 2K2. For K4 = 0, (8.25) simply reduces

to two uncoupled copies of the Ising model, with critical point partition function

(8.14). That is the point r = 1 on the orbifold line. Calculations of the critical

correlation functions in the Ashkin-Teller model from the bosonic point of view

may be found in [65].

In general the Ashkin-Teller model can be regarded as two Ising models

coupled via their energy densities ε1 and ε2. On the critical line this inter-

action takes the form of a four-fermion interaction ε1ε2 = ψ1ψ1ψ2ψ2. This
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four-fermion interaction defines what is known as the massless Thirring model.

Although seemingly an interacting model of continuum fermions, properly de-

scribed it is really just a free theory since in bosonic form we see that the

interaction simply changes the radius of a free boson. (A recent pedagogical

treatment with some generalizations and references to the earlier literature may

be found in [66].) At radius r =
√

2 the partition function Zorb(
√

2) turns out

to have a full S4 permutation symmetry and coincides with the critical partition

function of the 4-state Potts model on the torus [67][68].

8.5. Orbifold comments

It may seem that an orbifold theory is somehow less fundamental than the

original theory. In the case of abelian orbifolds we shall now see that a theory

and its orbifold stand on equal footing. Let us first consider the case of aG = Z2

orbifold. Then the orbifold theory always possesses as well a Z2 symmetry,

generated by taking all states in the Z2 twisted sectors (or equivalently the

operators that create them) to minus themselves, i.e.

g̃ : ±
−

→ − ±
−

.

From the geometrical point of view, for example, it is clear that acting twice

with the twist X → −X takes us back to the untwisted sector. This is reflected

in the interactions (operator products) of twist operators.

If we denote the partition function for the orbifold theory by +

+

′
, then

we can mod out the orbifold theory by its Z2 symmetry by constructing in turn,

+

+

′
=

1

2

(
+

+

+ −
+

+ +

−
+ −

−

)
,

−
+

′
=

1

2

(
+

+

+ −
+

− +

−
− −

−

)
,

τ → −1

τ
⇒ +

−

′
=

1

2

(
+

+

+ +

−
− −

+

− −
−

)
,

τ → τ + 1 ⇒ −
−

′
=

1

2

(
+

+

+ −
−

− −
+

− +

−

)
.
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The second line follows from the definition of the operator insertion of the

symmetry generator g̃, and the third and fourth lines follow by performing the

indicated modular transformations. The result of orbifolding the orbifold is

thus
1

2

(
+

+

′
+ −

+

′
+ +

−

′
+ −

−

′
)

= +

+

,

and we see that the original theory +

+

and the orbifold theory +

+

′
stand

on symmetrical footing, each a Z2 orbifold of the other.

It is easy to generalize this to a Zn orbifold, and consequently to an ar-

bitrary abelian orbifold. If we let the Zn be generated by an element g ∈ Zn,

with gn=identity, then the spectrum of the orbifold theory is constructed by

projecting onto Zn invariant states in each of the n twisted sectors labeled by

gj (j = 0, . . . , n− 1). The orbifold theory in this case has an obvious Zn sym-

metry, given by assigning the phase ωj to the gj twisted sector, where ωn = 1.

The statement that this is a symmetry of the operator algebra of the orbifold

theory is just the fact that the selection rules allow three point functions for a

gj1 twist operator and a gj2 twist operator only with a g−j1−j2 twist operator.

Straightforward generalization of the argument given above for the G = Z2

case shows that modding out a Zn orbifold by this Zn symmetry gives back the

original theory. For a non-abelian orbifold, on the other hand, the symmetry

group is only G/[G,G], where [G,G] is the commutator subgroup (generated

by all elements of the form ghg−1h−1 ∈ G), so in general this procedure cannot

be used to undo a non-abelian orbifold (except if the group is solvable).

As another class of examples of Z2 orbifolds, this time without an obvious

geometrical interpretation, we consider conformal field theories built from any

member of the c < 1 discrete series. To identify the Z2 symmetry of their op-

erator algebras, it is convenient to retain the operators of the (double-counted)

conformal grid with p + q = even, as indicated by ± in the checkerboard pat-

tern of fig. 13. We indicate the operators ϕ(+) with both p and q even by +,

and operators ϕ(−) with both p and q odd by −. The operators left blank

are redundant in the conformal grid. The only non-vanishing operator prod-

uct coefficients allowed by the selection rules described in subsection 5.3 are of
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the form C+++ and C+−− (i.e. with an even number of (−)-type operators, in

accord with their “spinorial” nature). The conformal field theories built from

these models therefore possess an automatic Z2 symmetry ϕ(±) → ±ϕ(±).

↑
q

p →

+ +

− −
+ +

− −
+ +

Fig. 13. Z2 symmetry of c < 1 fusion rules.

We can thus take for example any of the c < 1 theories with partition

function given by the diagonal modular invariant combination of characters,

i.e. any member of what is known as the A series, and mod out by this Z2

symmetry acting say only on the holomorphic part. That means we throw

out the odd p, q operators, non-invariant under the symmetry, and then use

a τ → −1/τ transformation to construct the twisted sector. The resulting

orbifold theory turns out to have a non-diagonal partition function, representing

the corresponding member of the D series. The D series models equally have

Z2 symmetries, modding out by which takes us back to the corresponding A

series models. Further discussion of the A and D series may be found in Zuber’s

lectures and in section 9.

8.6. Marginal operators

A feature that distinguishes the c = 1 models Zcirc(r) and Zorb(r) consid-

ered here from the c < 1 models is the existence of a parameter r that labels

a continuous family of theories. This is related to the possession by the former

models of dimension (1,1) operators, known as marginal operators. (More gen-

erally, operators of conformal weight (h, h) are said to be relevant if h+ h < 2

and irrelevant if h+h > 2.) Deformations of a conformal field theory, preserving
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the infinite conformal symmetry and central charge c, are generated by fields

Vi of conformal dimension (1,1) [69]. To first order, the perturbations they

generate can be represented in the path integral as an addition to the action,

δS = δgi
∫
dzdz Vi(z, z), or equivalently in the correlation function of products

of operators O as δ〈O 〉 = δgi
∫
dzdz

〈
Vi(z, z)O

〉
. It is clear that a conformal

weight (1,1) operator is required to preserve conformal invariance of the action

at least at the classical level.

In the case of the circle theory (8.1), we have the obvious (1,1) operator

V = ∂X ∂X . We see that perturbing by this operator, since it is proportional to

the Lagrangian, just changes the overall normalization of the action, which by

a rescaling of X can be absorbed into a change in the radius r. The operator V ,

invariant under X → −X , evidently survives the Z2 orbifold projection in the

untwisted sector, and remains to generate changes in the radius of the orbifold

theory (8.24). (See [70] for further details concerning the marginal operators in

c = 1 theories.) (In the Ashkin-Teller language of (8.25), the marginal operator

at the two Ising decoupling point is given by V = ε1ε2. This is the Ashkin-Teller

interaction coupling the two Ising energy operators.)

In general whenever there exists a generic symmetry of a continuous family

of modular invariant conformal field theories, modding out by the symmetry

gives another continuous family of (orbifold) theories. From the operator point

of view, this may be expressed as the fact the marginal operators generating the

original family of theories are invariant under the symmetry. Hence they survive

the projection in the untwisted sector of the orbifold theory and continue to

generate a family of conformal theories.

The mere existence of (1,1) operators is not sufficient, however, to result

in families of conformal theories. An additional “integrability condition” must

be satisfied [69] to guarantee that the perturbation generated by the marginal

operator does not act to change its own conformal weight from (1,1). In the

case of a single marginal operator V as above, this reduces in leading order to

the requirement that there be no term of the form C
V V V

(z − w)−1(z − w)−1 V
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in the operator product of V with itself. Otherwise the two-point function
〈
V (z, z)V (w,w)

〉
= (z − w)−2(z − w)−2 varies according to

δ
〈
V (z, z)V (w,w)

〉
= δg

∫
d2z′

〈
V (z, z)V (w,w)V (z′, z′)

〉

= δg 2πC
V V V

(z − w)−2(z − w)−2 log |z − w|2,

showing that the conformal weight of V is shifted to (h, h̄) = (1−δg πC
V V V

, 1−
δg πC

V V V
) under the perturbation generated by V . V would therefore not

remain marginal away from the point of departure, and could not be used to

generate a one-parameter family of conformal theories.

To higher orders, we need to require as well the vanishing of integrals of

(n+ 2)-point functions (δg)n
〈
V (z, z)V (w,w)

∏
i

∫
d2z′i V (z′i, z

′
i)
〉

to insure that

the 2-point function remains unperturbed. If this is the case, so the operator

V generates a one-parameter family of conformal theories, then it is called

either exactly marginal, truly marginal, critical, persistent, or integrable, etc.

In general, it is difficult to verify by examination of (n + 2)-point functions

that an operator remains marginal to all orders. In some cases, however, it is

possible[71] to show integrability to all orders just by verifying that the 4-point

function takes the form of that of the marginal operator ∂X∂X for a free boson.

8.7. The space of c = 1 theories

It can be verified from (8.7) and (8.24) that the circle and orbifold partition

functions coincide at

Zorb

(
r =

1√
2

)
= Zcirc

(
r =

√
2
)
. (8.26)

Although such an analysis of the partition functions shows the two theories

at the above radii have identical spectra, it is not necessarily the case that

they are identical theories, i.e. that their operator algebras are as well identical

(although two conformal field theories whose partition functions coincide on

arbitrary genus Riemann surfaces can probably be shown to be equivalent in

this sense). We shall now proceed to show that the equivalence (8.26) does

indeed hold at the level of the operator algebras of the theories by making
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use of a higher symmetry, in this case an affine SU(2) × SU(2) symmetry,

possessed by the circle theory at r = 1/
√

2. Equivalences such as (8.26) show

that geometrical interpretations of the target spaces of these models, as alluded

to earlier, can be ambiguous at times. The geometrical data of a target space

probed by a conformal field theory (or a string theory) can be very different

from the more familiar point geometry probed by maps of a point (as opposed

to loops) into the space.

We first note from (8.6) that Zcirc(r) possesses a duality symmetry

Zcirc(r) = Zcirc(1/2r), in which the roles of winding and momentum are simply

interchanged. (From (8.24), we recognize this as a symmetry also of the orbifold

theory Zorb(r).) At the self-dual point r = 1/
√

2, we read off from (8.8) the

eigenvalues of L0 and L0 for the |m,n〉 states as 1
4 (m±n)2. For m = n = ±1 we

thus find two (1,0) states, and for m = −n = ±1 two (0,1) states. In operator

language these states are created by the operators

J±(z) = e±i
√

2 x(z) and J±(z) = e±i
√

2x(z) , (8.27a)

with conformal weights (1,0) and (0,1). They become suitably single-valued

under x → x + 2πr only at the radius r = 1/
√

2. At arbitrary radius, on the

other hand, we always have the (1,0) and (0,1) oscillator states α−1|0〉 and

α−1|0〉, created by the operators

J3(z) = i∂x(z) and J3(z) = i∂x(z) . (8.27b)

The operators J±, J3 in (8.27a, b) are easily verified to satisfy the operator

product algebra

J+(z)J−(w) ∼ ei
√

2(x(z)−x(w))

(z − w)2
∼ 1

(z − w)2
+

i
√

2

z − w
∂x(w) ,

J3(z)J±(w) ∼
√

2

z − w
J±(w) ,

and similarly for J±, J3. If we define J± = 1√
2
(J1 ± iJ2), then this algebra can

be written equivalently as

J i(z)Jj(w) =
δij

(z − w)2
+
i
√

2 εijk

z − w
Jk(w) . (8.28)
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(8.28) defines what is known as the algebra of affine Kac-Moody SU(2) at level

k = 1 (level k would be given by substituting δij → kδij in the first term on

the right hand side of (8.28)).

For the terms in the mode expansions

J i(z) =
∑

n∈Z

J in z
−n−1 , where J in =

∮
dz

2πi
zn J i(z) ,

we find by the standard method (as employed to determine (3.8)) the commu-

tation relations

[J in, J
j
m] = i

√
2 εijk Jkn+m + n δij δn+m,0 .

We see that the zero modes J i0 satisfy an ordinary su(2) algebra (in a slightly

irregular normalization of the structure constants corresponding to length-

squared of highest root equal to 2), and the remaining modes J in provide an

infinite dimensional generalization (known as an affinization) of the algebra.

The generalization of this construction to arbitrary Lie algebras will be dis-

cussed in detail in the next section.

So we see that the circle theory Zcirc(r) at radius r = 1/
√

2 has an affine

SU(2) × SU(2) symmetry. It possesses at this point nine marginal operators,

corresponding to combinations of the SU(2) × SU(2) currents J iJj (i, j =

1, 2, 3). But these are all related by SU(2) × SU(2) symmetry to the single

marginal operator J3J3 = ∂X∂X , which simply changes the compactification

radius r. In fact, it is no coincidence that the enhanced symmetry occurs at

the self-dual point since either of the chiral SU(2) symmetries also relates the

marginal operator ∂X∂X to minus itself, rendering equivalent the directions of

increasing and decreasing radius at r = 1/
√

2. (So one might say that there is

only “half” a marginal operator at this point.)

To return to establishing the equivalence (8.26), we consider two possible

ways of constructing a Z2 orbifold of the theory Zcirc(1/
√

2). Under the sym-

metry X → −X (so that x → −x, x → −x) discussed in detail earlier, we see

that the affine SU(2) generators (8.27) transform as J± → J∓, J3 → −J3.

The shift X → X + 2π/(2
√

2) (shifting x and x by the same amount) is also a
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symmetry of the action (8.1), and instead has the effect J± → −J±, J3 → J3.

The effect of these two Z2 symmetry actions thus can be expressed as

J1 → J1

J2 → −J2

J3 → −J3

J1 → J1

J2 → −J2

J3 → −J3

and

J1 → −J1

J2 → −J2

J3 → J3

J1 → −J1

J2 → −J2

J3 → J3 .

But by affine SU(2) symmetry, we see that these two symmetry actions are

equivalent, one corresponding to rotation by π about the 1-axis, the other to

rotation by π about the 3-axis.

The final step in demonstrating (8.26) is to note that modding out the

circle theory at radius r by a Zn shift X → X + 2πr/n in general reproduces

the circle theory, but at a radius decreased to r/n. Geometrically, the ZN group

generated by a rotation of the circle by 2π/n is an example of a group action

with no fixed points, hence the resulting orbifold S1/Zn is a manifold — in this

case topologically still S1, but at the smaller radius. From the Hilbert space

point of view, the projection in the untwisted sector removes the momentum

states allowed at the larger radius, and the twisted sectors provide the windings

appropriate to the smaller radius.

Modding out Zcirc(1/
√

2) by the Z2 shiftX → X+2π/(2
√

2) thus decreases

the radius by a factor of 2, giving Zcirc(1/2
√

2), which by r ↔ 1/2r symmetry

is equivalent to Zcirc(
√

2). Modding out Zcirc(1/
√

2) by the reflection X →
−X , on the other hand, by definition gives Zorb(1/

√
2). Affine SU(2)× SU(2)

symmetry thus establishes the equivalence (8.26) as a full equivalence between

the two theories at the level of their operator algebras.

The picture[70][72][73] of the moduli space of c = 1 conformal theories that

emerges is depicted in fig. 14. The horizontal axis represents compactification on

a circle S1 with radius rcircle, and the vertical axis represents compactification

on the S1/Z2 orbifold with radius rorbifold. As previously mentioned, the former

is also known as the gaussian model, and the latter is equivalent to the critical

Ashkin-Teller model (which also encompasses two other of the models described

in Cardy’s lectures, namely the 6-vertex model and the 8-vertex model on its

critical line). The regions represented by dotted lines are determined by the

duality r ↔ 1
2r .
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Fig. 14. Survey of conformal field theory at c = 1.

In fig. 14, we have indicated some of the special radii r = 1/
√

2, 1,
√

2 that

we have discussed. The partition function at the common point (8.26) of the

two lines turns out to correspond to the continuum limit Kosterlitz-Thouless

point of the X-Y model on the torus[69]. At this point there are five marginal

operators, J1J1 and JiJj (i, j = 2, 3), that survive the projection under the

group action x → −x. In this language, J3J3 again generates changes in the

circle radius r, and the remaining 4 operators, all equivalent to one another

due to the U(1) × U(1) symmetry generated by J3 and J3, instead deform the

theory in the orbifold direction of fig. 14. This is the only such multicritical

point in the figure where there exist inequivalent directions of deformation[70].

Two other special radii for circle compactifications are r =
√

3/2 and
√

3,

where four operators of dimension (3
2 ,

3
2 ) appear, corresponding to a GSO pro-

jected system with N = 2 supersymmetry[74][75]. (The chiral spin-3/2 vertex

operators take the form exp
(
±i

√
3x(z)

)
, exp

(
±i

√
3x(z)

)
.) The corresponding
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points r =
√

3/2,
√

3 on the orbifold line realize a twisted N = 2 supersym-

metry algebra[35][36] that contains an N = 1 supersymmetry surviving the Z2

projection[75][76]. (Actually the partition functions at the points r =
√

3/2

and r =
√

3 on the circle line differ by a constant, equal to 2 (and for the same

points on the orbifold line the difference of the partition functions is 1). This

is because these theories are actually Z2 orbifolds of one another[77], and the

difference of their partition functions is tr(−1)F in the Ramond sector, which is

a constant due to superconformal invariance. By examination of the partition

functions (8.7), this relationship can be used to provide a simple superconfor-

mal proof of the Euler pentagonal number theorem (7.30).) r =
√

6/2 on the

orbifold line realizes a modular invariant combination of Z4 parafermions[78].

(Other properties of c = 1 models have also been considered in [79].)

The Z2 orbifolding that took us from the affine SU(2) × SU(2) point to

the multicritical point at r =
√

2 on the circle line can be generalized. Indeed

we can mod out by any of the discrete subgroups Γ of the diagonal SU(2). It

is easiest think of this in terms of subgroups of SO(3) acting simultaneously on

the vectors J i(z), J
i
(z). Then the generator of the symmetry group Cn, the

cyclic group of rotations of order n about the 3-axis, corresponds to the action

X → X + 2π/(n
√

2) (i.e. J± → e±2πi/nJ±, J3 → J3, and similarly for J ’s).

The additional generator adjoined to give the dihedral group Dn corresponds to

X → −X (J3 → −J3, J
± → J∓). Modding out by the Cn’s thus gives points

on the circle line at radius r = n/
√

2, and modding out by the Dn’s gives the

corresponding points on the orbifold line, as indicated in fig. 14.

Something special happens, however, for the tetrahedral, octahedral, and

icosahedral groups, T, O, and I. For these it is easy to see that the only (1,1)

operator that is invariant under the full discrete group is V =
∑3
i=1 JiJ i, which

is hence the only marginal operator that survives the projection. But recalling

that our affine SU(2) currents satisfy (8.28), we easily verify that C
V V V

= −2

for V =
∑3

i=1 JiJ i. This means[72] that the SU(2)/Γ orbifold models for

Γ = T,O, I are isolated points in the moduli space for c = 1 conformally invari-

ant theories, as depicted in fig. 14. This absence of truly marginal operators is

intuitively satisfactory for these cases since we are modding out by symmetries
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that exist only at a given fixed radius, the SU(2)×SU(2) radius r = 1/
√

2, and

hence modding out by the symmetries effectively freezes the radius. Further

properties of the SU(2) orbifold models are discussed in [80], and an identifi-

cation of critical RSOS-type models that have the same partition functions is

included in [72].

Part of the motivation for studying c = 1 systems is that they represent the

first case beyond the classification methods discussed in section 4. For systems

with N = 1 superconformal symmetry (5.16), the corresponding boundary case

between the (classified) discrete series and (unclassified) continuum lies at ĉ = 1.

The analog of fig. 14 for this case may be found in [77].

9. Affine Kac-Moody algebras and coset constructions

9.1. Affine algebras

In the previous section, we saw the important role played by affine SU(2) at

level k = 1 in characterizing the enhanced symmetry at the point r = 1/
√

2 on

the circle line. We now wish to consider the generalization of this construction

to arbitrary groups and arbitrary level. We begin by considering a set of (1, 0)

conformal fields Ja(z), called currents (where a labels the different currents).

Dimensional analysis constrains their operator products to take the form

Ja(z)Jb(w) =
k̃ab

(z − w)2
+
ifabc

z − w
Jc(w) + . . . , (9.1)

where the fabc’s are necessarily antisymmetric in a and b. Furthermore, asso-

ciativity of the operator products can be used to show that the fabc’s satisfy

as well a Jacobi identity. That means that they constitute the structure con-

stants of some Lie algebra G, which we shall assume in what follows to be that

associated to a compact Lie group G (i.e. to have a positive definite Cartan

metric). For each simple component of the algebra we can choose a basis in

which the central extension k̃ab = k̃aδab. The operator product (9.1) is the

operator product for what is known as an affine, or affine Kac-Moody, alge-

bra (for a recent review, see [3]), or a 2d current algebra. Affine algebras play
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an important role in closed string theory, where they provide the worldsheet

realization of spacetime gauge symmetries. They also provide many new non-

trivial examples of exactly solvable quantum field theories in two dimensions,

and may ultimately play a role in the classification program of two dimensional

conformal field theories at arbitrary c.

In terms of the mode expansion Ja(z) =
∑
n∈Z

Jan z
−n−1, we find from

(9.1) the commutators

[
Jam, J

b
n

]
= ifabc Jcm+n + k̃ m δab δm+n,0 , (9.2)

where we have restricted for simplicity to the case that the fabc are the struc-

ture constants associated to a simple Lie group G. (9.2) by definition defines

the untwisted affine algebra Ĝ associated with a compact finite-dimensional lie

algebra G, where m,n ∈ Z; and a, b, c run over the values 1 to |G| ≡ dimG.

We see that the subalgebra of zero modes Ja0 constitutes an ordinary Lie al-

gebra, known as the horizontal Lie subalgebra, in which the c-number central

extension k̃ does not appear. The full infinite set of Jan ’s provides what is

known as an “affinization” of the finite dimensional subalgebra of Ja0 ’s. As in

(7.1), we can pull back J(z) to the cylinder, so that we have the Fourier se-

ries Jacyl(w) =
∑

n J
a
n e−nw. With w real, we recognize the modes Jan as the

infinitesimal generators of the group of gauge transformations g(σ) : S1 → G

on the circle.

The representation theory of affine algebras shares many features with that

of the Virasoro algebra. For example, regularity of J(z)|0〉 at z = 0 requires

that

Jan |0〉 = 0 for n ≥ 0 .

There also exists a notion of primary field ϕ`(r) (actually a multiplet of fields)

with respect to the affine algebra, for which the operator product has the leading

singularity

Ja(z)ϕ(r)(w) ∼
ta(r)

z − w
ϕ(r)(w) + . . . . (9.3)

This should be recognized as the statement that ϕ(r) transforms as some repre-

sentation (r) of G, where the right hand side is shorthand for (ta(r))
`kϕk(r), and
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ta(r) are representation matrices for G in the representation (r). These primary

fields create states, called highest weight states,

∣∣(r)
〉
≡ ϕ(r)(0)|0〉 (9.4)

(again a multiplet of states), that provide a representation of the zero mode

algebra

Ja0
∣∣(r)
〉

= ta(r)
∣∣(r)
〉
, with Jan

∣∣(r)
〉

= 0 (n > 0) . (9.5)

The Ward identities for affine symmetry take the form

〈
Ja(z)ϕ(r1)(w1, w1) . . . ϕ(rn)(wn, wn)

〉

=

n∑

j=1

ta(rj)

z − wj

〈
ϕ(r1)

(w1, w1) . . . ϕ(rn)(wn, wn)
〉
.

(9.6)

These are derived as was (2.22) by computing the contour integral
∫

dz
2πiα

a(z)Ja(z)

inserted in a correlation function of ϕ(rj)
’s, where the contour encloses all of

the points wj (as in fig. 3) and the αa(z)’s parametrize an infinitesimal local

G-transformation. Then by deforming the contour to a sum of small contours

around each of the wj ’s we find from (9.3)

∫
dz

2πi
αa(z)

〈
Ja(z)ϕ(r1)

(w1, w1) · · ·ϕ(rn)(wn, wn)
〉

=

n∑

j=1

〈
ϕ(r1)(w1, w1) · · · δαϕ(rj)

(wj , wj) · · ·ϕ(rn)(wn, wn)
〉
,

where δαϕ(rj)
= αata(rj)

ϕ(rj) is by definition the change in ϕ(rj)
under the

infinitesimal G transformation parametrized by α. We shall see a bit later how

(9.6) may be used to derive first-order differential equations for Green functions

involving primary fields ϕ(rj)
.

9.2. Enveloping Virasoro algebra

The algebraic structure (9.1), characterizing an affine or current algebra,

turns out to incorporate as well a natural definition of a stress-energy tensor

T (z). Equivalently, we may construct generators Ln of a Virasoro algebra in
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terms of the modes Jan , thereby making contact with the Virasoro representation

theory detailed earlier.

Recall that for a single boson, the natural (2, 0) object was T (z) =

− 1
2 : ∂x(z)∂x(z): = 1

2 : J3(z)J3(z):, where J3 = i∂x. (In the language of affine

algebras, this is the case G = U(1), with central charge c = 1.) The natural

group invariant generalization is

T (z) =
1

β

|G|∑

a=1

: Ja(z)Ja(z): = lim
z→w

|G|∑

a=1

Ja(z)Ja(w) − k̃|G|
(z − w)2

. (9.7)

The constant β above is fixed either by requiring that T (z) satisfy the canonical

operator product (3.1), or by requiring that the Ja(z)’s indeed transform as

dimension (1, 0) primary fields.

Implementing the latter approach, we write the singular terms in the op-

erator product expansion

T (z)Ja(w) =
Ja(w)

(z − w)2
+
∂Ja(w)

z − w
, (9.8a)

implying the commutations relations

[Lm, J
a
n ] = −nJam+n (9.8b)

for the modes of T and J . From (9.7), we have

Ln =
1

β

∞∑

m=−∞
: Jam+n J

a
−m: , (9.9)

so that applying L−1 to a highest weight state and using (9.5) gives

L−1

∣∣(r)
〉

=
2

β
Ja−1 t

a
(r)

∣∣(r)
〉
.

We next apply Jb1 to both sides and use (9.2) and (9.8b) to get

tb(r)
∣∣(r)
〉

=
2

β
(if bac Jc0 + k̃δab)ta(r)

∣∣(r)
〉

=
2

β
(if bac 1

2 if
dca td(r) + k̃tb(r))

∣∣(r)
〉

=
2

β

(
1
2CA + k̃

)
tb(r)

∣∣(r)
〉
,
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where the quadratic casimir CA of the adjoint representation is defined by

facdf bcd = CA δ
ab. We conclude that consistency of (9.7) with (9.8) requires

that

β = 2k̃ + CA . (9.10)

At this point it is now straightforward to check that the stress-energy tensor

T (z) =
1/2

k̃ + CA/2

|G|∑

a=1

: Ja(z)Ja(z) : (9.11)

satisfies as well the canonical operator product expansion (3.1), with leading

singularity

T (z)T (w) ∼ cG/2

(z − w)4
+ . . .

given by the central charge

cG =
k̃ |G|

k̃ + CA/2
. (9.12)

The stress-energy tensor (9.11), quadratic in the currents, is known as the Sug-

awara form of the stress-energy tensor. Historically, the normalization (9.10)

was the culmination of effort by numerous parties (see [3] for extensive refer-

ences).

The number CA/2 depends in general on the normalization chosen for the

structure constants fabc. Since its value plays an important role in what follows,

we digress briefly to introduce some of the necessary group theoretic notation.

If we write

tr ta(r)t
b
(r) = `rδ

ab (9.13)

for an arbitrary representation (r) of G of dimension dr, then summing over

a, b = 1, . . . , |G| gives

Crdr = `r|G| , (9.14)

where Cr is the quadratic Casimir of the representation. Summing only over

the Cartan subalgebra of G (a, b = 1, . . . , rG), on the other hand, gives

dr∑

j=1

µ2
(j) = `rrG , (9.15)
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where rG is the rank of the group G and the µ are the weights of the represen-

tation (r).

For the adjoint representation, we have dA = |G| and CA = `(A) =

r−1
G

∑|G|
a=1 α

2
(a), where α are the roots. If we let ψ denote the highest root,

then the normalization independent quantity h̃G ≡ CA/ψ
2, known as the dual

Coxeter number, satisfies

h̃G ≡ CA
ψ2

=
1

rG

(
nL +

(
S

L

)2

nS

)
. (9.16)

In (9.16), nS,L are the number of short and long roots of the algebra (the highest

root ψ is always a long root), and (S/L)2 is the ratio of their squared lengths

(roots of simple Lie algebras come at most in two lengths). Those algebras

associated to Dynkin diagrams with only single lines, i.e. SU(n), SO(2n), E6,7,8,

are called “simply-laced”, and have roots all of the same length. (In more

mathematical circles these are known as the (A,D,E) series of algebras. In

general, the Coxeter number itself is the order of the Coxeter element of the

Weyl group, by definition the product of the simple Weyl reflections. The

Coxeter number is also equal to the number of (non-zero) roots divided by the

rank of the algebra, and coincides with the dual Coxeter number only for the

simply-laced algebras.) The remaining algebras have roots of two lengths, their

ratio (L/S) either
√

2 (for SO(2n+ 1), Sp(2n), F4) or
√

3 (for G2).

Equation (9.16) allows us to tabulate the dual Coxeter numbers for all the

compact simple Lie algebras:

SU(n) (n ≥ 2) : h̃SU(n) = n, `(n) = 1
2ψ

2

SO(n) (n ≥ 4) : h̃SO(n) = n− 2, `(n) = ψ2

E6 : h̃E6 = 12, `(27) = 3ψ2 E7 : h̃E7 = 18, `(56) = 6ψ2

E8 : h̃E8 = 30, `(248) = 30ψ2

Sp(2n) (n ≥ 1) : h̃Sp(2n) = n+ 1, `(2n) = 1
2ψ

2

G2 : h̃G2 = 4, `(7) = ψ2 F4 : h̃F4 = 9, `(26) = 3ψ2 .

(9.17)
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We see that the dual Coxeter number is always an integer. In (9.17) we have

also tabulated the index `r, as defined in (9.13), for the lowest dimensional

representations as a function of ψ2.

9.3. Highest weight representations

In what follows, we shall be interested in so-called irreducible unitary high-

est weight representations of the algebra (9.2). This means that the highest

weight states transform as an irreducible representation of the ordinary Lie al-

gebra of zero modes Ja0 (the horizontal subalgebra), as in (9.5). Since these are

also the states in a given irreducible representation of the affine algebra with

the smallest eigenvalue of L0, we shall frequently refer to the multiplet of states

(9.4) as the vacuum states, and (r) as the vacuum representation. The states at

any higher level, i.e. higher L0 eigenvalue, will also transform as some represen-

tation of the horizontal subalgebra, although only the lowest level necessarily

transforms irreducibly.

Unitarity is implemented as the condition of hermiticity on the generators,

Ja†(z) = Ja(z). By the same argument leading to (3.12) in the case of the

Virasoro algebra, we see that this implies Jan
† = Ja−n. In a Cartan basis the

Ja(z)’s are written Hi(z) and E±α(z), where i = 1, . . . , rG labels the mutually

commuting generators, and the positive roots α label the raising and lowering

operators. In this basis the truly highest weight state |λ〉 ≡
∣∣(r), λ

〉
of the

vacuum representation satisfies

Hi
n|λ〉 = E±α

n |λ〉 = 0 , n > 0 ,

Hi
0|λ〉 = λi|λ〉 , and Eα0 |λ〉 = 0 , α > 0 .

New states are created by acting on the state |λ〉 with the E−α
0 ’s or any of the

Ja−n’s for n > 0.

Now we wish to consider the quantization condition on the central extension

k̃ in (9.2). It is evident that k̃ depends on the normalization of the structure

constants. We shall show that the normalization independent quantity k ≡
2k̃/ψ2, known as the level of the affine algebra, is quantized as an integer in a

highest weight representation. (Equivalently, in a normalization in which the
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highest root ψ satisfies ψ2 = 2, we have k̃ = k ∈ Z. The normalization condition

ψ2 = 2 on the structure constants is easily translated into a condition on the

index `r for the lowest dimensional representations listed in (9.17).) In terms

of the integer quantities k and h̃G, we may rewrite the formula (9.12) for the

central charge as

cG =
k |G|
k + h̃G

. (9.18)

As an example, we see from (9.17) that h̃SU(2) = 2, so for the lowest level

k = 1 we find from (9.18) that cSU(2) = 3/(1 + 2) = 1. Thus we infer that the

realization of affine SU(2) provided at radius r = 1/
√

2 on the (c = 1) circle

line is at level k = 1.

To establish the quantization condition on k, we first consider the case

G = SU(2). Note that the normalization of structure constants, f ijk =
√

2εijk,

in (8.28) corresponds to the aforementioned ψ2 = 2. Because of the
√

2 in the

commutation rules, we need to take

I± =
1√
2
(J1

0 ± iJ2
0 ) and I3 =

1√
2
J3

0 (9.19a)

to give a conventionally normalized su(2) algebra [I+, I−] = 2I3, [I3, I±] =

±I±, in which 2I3 has integer eigenvalues in any finite dimensional representa-

tion. But from (9.2) we find that

Ĩ+ =
1√
2
(J1

+1−iJ2
+1) , Ĩ

− =
1√
2
(J1

−1+iJ2
−1) , and Ĩ3 = 1

2k−
1√
2
J3

0 (9.19b)

as well satisfy [Ĩ+, Ĩ−] = 2Ĩ3, [Ĩ3, Ĩ±] = ±Ĩ±, so 2Ĩ3 = k− 2I3 also has integer

eigenvalues. It follows that k ∈ Z for unitary highest weight representations.

This argument is straightforwardly generalized by using the canonical su(2)

subalgebra

I± = E±ψ
0 , I3 = ψ ·H0/ψ

2 (9.20a)

generated by the highest root ψ of any Lie algebra. From (9.2),

Ĩ± = E∓ψ
±1 , Ĩ3 = (k̃ − ψ ·H0)/ψ

2 (9.20b)
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also form an su(2) subalgebra, implying that the level k = 2k̃/ψ2 = 2Ĩ3 + 2I3

is quantized for unitary highest weight representations of affine algebras based

on arbitrary simple Lie algebras.

We pause here to remark that the quantization condition on k also fol-

lows [81] from the quantization of the coefficient of the topological term

Γ = 1
24π

∫
tr(g−1dg)3 in the Wess-Zumino-Witten lagrangian,

S =
1

4λ2

∫
d2ξ tr(∂µg)(∂

µg−1)+kΓ = k

(
1

16π

∫
tr(∂µg)(∂

µg−1) + Γ

)
, (9.21)

for a two dimensional σ-model with target space the group manifold of G. In

(9.21) we have substituted the value of the coupling λ for which the model

becomes conformally invariant. The currents J = Jata ∼ ∂gg−1, J = Jata ∼
g−1∂g, derived from the above action, satisfy the equations of motion ∂J =

∂J = 0. This factorization of the theory was shown in [81] to imply an affine

G×G symmetry, and theories of the form (9.21) were analyzed extensively from

this point of view in [82][83]. More details and applications of these theories

may be found in Affleck’s lectures.

Before turning to other features of the representation theory of (9.2), we

continue briefly the discussion of the conformal Ward identities (9.6). First we

recall from (9.11) that

L−1 =
1

k̃ + CA/2
(Ja−1J

a
0 + Ja−2J

a
1 + . . .)

(where the factor of 1/2 in the numerator of (9.11) is compensated by the

appearance of each term exactly twice in the normal ordered sum (9.9)). Acting

on a primary field, we thus find the null field
(
L−1 −

∑
a J

a
−1t

a
(r)

k̃ + CA/2

)
ϕ(r) = 0 . (9.22)

(9.22) implies that correlation functions involving n primary fields satisfy n

first-order differential equations. To derive them, we multiply (9.6) by ta(rk),

take z → wk and use the operator product expansion (9.1), giving finally[82]

((
k̃ + CA/2

) ∂

∂wk
+
∑

j 6=k
a

ta(rj)
ta(rk)

wj − wk

)〈
ϕr1(w1) . . . ϕrn

(wn)
〉

= 0 . (9.23)
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The first-order equations (9.23) for each of the wk, together with their anti-

holomorphic analogs, can be solved subject to the constraints of crossing sym-

metry, monodromy conditions, and proper asymptotic behavior. The simplest

solution involves a symmetric holomorphic/anti-holomorphic pairing, and cor-

responds to the correlation functions of the σ-model (9.21).

Returning now to (9.11), we observe that the vacuum state (9.4) in general

has L0 eigenvalue

L0

∣∣(r)
〉

=
1/2

k̃ + CA/2

∑

a,m

: JamJ
a
−m:

∣∣(r)
〉

=
1/2

k̃ + CA/2

∑

a

ta(r)t
a
(r)

∣∣(r)
〉

=
Cr/2

k̃ + CA/2

∣∣(r)
〉
,

(9.24a)

where Cr is the quadratic Casimir of the representation (r). The conformal

weight of the primary multiplet ϕ(r)(z) is thus

hr =
Cr/2

k̃ + CA/2
=
Cr/ψ

2

k + h̃G
. (9.24b)

For the case G = SU(2) with ground state transforming as the spin-j represen-

tation of the horizontal su(2), (9.24) gives

L0

∣∣(j)
〉

=
j(j + 1)

k + 2

∣∣(j)
〉

(9.25)

(where the quadratic Casimir satisfies C(j) = 2j(j + 1) in a normalization of

su(2) with ψ2 = 2). For affine SU(2) at level k = 1 we find the values h = 0, 1
4

for j = 0, 1
2 .

We can easily see how these conformal weights enter into the partition

function at the SU(2) × SU(2) point r = 1/
√

2 of the circle theory considered

in the previous section. By steps similar to those in (8.13), we can write the

partition function (8.7) in the form

Zcirc

(
1√
2

)
= χ(0),1χ(0),1 + χ(1/2),1χ(1/2),1 , (9.26)
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where

χ(0),1(q) =
1

η

∞∑

n=−∞
qn

2

, χ(1/2),1(q) =
1

η

∞∑

n=−∞
q(n+ 1

2 )2 . (9.27)

We see that the values h = 0, 1
4 emerge as the conformal weights of the leading

terms of the quantities χ(0),1 and χ(1/2),1. (9.26) corresponds to a decomposition

of the partition function in terms of characters of an extended chiral algebra,

here affine SU(2) × SU(2). A bit later we will discuss affine characters at

arbitrary level.

There exists a simple constraint on the possible vacuum representations (r)

allowed in a unitary highest weight realization of (9.2) at a given level k. To see

this most easily, we return again to G = SU(2). We take our “vacuum”
∣∣(r)
〉

in

the spin-j representation of SU(2). The 2j+ 1 states of this representation are

labeled as usual by their I3 eigenvalue, I3
∣∣(j),m

〉
= m

∣∣(j),m
〉
, where I3 is as

defined in (9.19a). Using the other su(2) generators (9.19b), we derive the most

stringent condition by considering the state |j〉 ≡
∣∣(j), j

〉
with highest isospin

m = j,

0 ≤ 〈j|Ĩ+Ĩ−|j〉 = 〈j|
[
Ĩ+, Ĩ−

]
|j〉 = 〈j|k − 2I3|j〉 = k − 2j . (9.28)

It follows that only ground state representations with

2j ≤ k (9.29)

are allowed. For a given k, these are the k+1 values j = 0, 1
2 , 1, . . . ,

k
2 . Thus it is

no coincidence that the SU(2) level k = 1 partition function (9.26) is composed

of only j = 0, 1
2 characters.

The generalization of (9.29) to arbitrary groups is more or less immedi-

ate. Instead of |j〉 we consider |λ〉, where λ is highest weight of the vacuum

representation. Then from (9.28) using instead the Ĩi’s of (9.20b), we find

2ψ · λ/ψ2 ≤ k . (9.30)

(For SU(n) this condition on allowed vacuum representations turns out in gen-

eral to coincide with the condition that the width of their Young tableau be
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less than the level k. For SU(2), for which the spin-j representation is the

symmetric combination of 2j spin- 1
2 representations, this is already manifest in

(9.29).)

The assemblage of states created by acting on the highest weight states
∣∣(r)
〉

with the Ja−n’s again constitutes a Verma module. As was the case for the

c < 1 representations of the Virasoro algebra, this module will in general contain

null states which must be removed to provide an irreducible representation of

the affine algebra. In the case at hand, it can be shown that all the null states are

descendants of a single primitive null state. This state is easily constructed for

a general affine algebra by using the generators (9.20b) of the (non-horizontal)

su(2) subalgebra. Note that the eigenvalue of 2Ĩ3 acting on the highest weight

state
∣∣(r), λ

〉
of the vacuum representation is given by M = k − 2ψ · λ/ψ2.

For the affine representations of interest, the set of states generated by acting

with successive powers of Ĩ− on
∣∣(r), λ

〉
forms a finite dimensional irreducible

representation of the su(2) subalgebra (9.20b). Thus M is an integer and

(
Ĩ−
)M+1∣∣(r), λ

〉
= 0 .

This is the primitive null state mentioned above, whose associated null field
(
Ĩ−
)M+1

φ(r),λ can be used to generate all non-trivial selection rules[82][83] in

the theory. In the case of a level k representation of affine SU(2), the above null

state becomes
(
J+
−1

)k+1|0〉 = 0 for the basic representation, or more generally
(
J+
−1

)k−2j+1∣∣(j), j
〉

= 0 for the spin-j representation.

9.4. Some free field representations

In the case of the Virasoro algebra, we found a variety of useful represen-

tations afforded by free bosons and fermions. Free systems can also be used

to realize particular representations of affine algebras. For example, we take N

free fermions ψi with operator product algebra

ψi(z)ψj(w) = − δij

z − w
.
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We consider these fermions to transform in the vector representation of SO(N),

with representation matrices ta. Then for N ≥ 4, the currents

Ja(z) = ψ(z)taψ(z) (9.31)

are easily verified to satisfy (9.1) for SO(N) at level k = 1. We also verify from

(9.17) and (9.18) that

cSO(N),k=1 =
1 1

2N(N − 1)

1 + (N − 2)
= 1

2N , (9.32)

consistent with the central charge for N free fermions. (For N = 3, we would

find instead a level k = 2 representation of SU(2) with c = 3
2 ). The free fermion

representation (9.31) provides the original context in which affine algebras arose

as two dimensional current algebras.

We could equivalently use N complex fermions taken to transform in the

vector representation of SU(N), and construct currents Ja(z) = ψ∗(z)taψ(z)

analogous to (9.31). These realize affine SU(N)×U(1), with the SU(N) at level

k = 1. (The notion of level for an abelian U(1) current algebra is more subtle

than we need to discuss here — for our purposes it will suffice to recall that it

always has c = 1, and the current has the free bosonic realization J = i∂x.)

The central charge comes out as

cU(1) + cSU(N),k=1 = 1 +
1(N2 − 1)

1 +N
= N ,

consistent with the result for N free complex fermions.

Another example is to take rG free bosons, where rG is the rank of some

simply-laced Lie algebra (i.e., as mentioned earlier, SU(n), SO(2n), or E6,7,8).

Generalizing the affine SU(2) construction (8.27), we let Hi(z) = i∂xi(z) repre-

sent the Cartan subalgebra and J±α(z) = cα : e±iα·x(z): represent the remaining

currents, where α are the positive roots all normalized to α2 = ψ2 = 2. cα is a

cocycle (Klein factor), in general necessary to give correct signs in the commu-

tation relations (for more details see [3]). This realization of simply-laced affine
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algebras is known as the ‘vertex operator’ construction[84] (and was anticipated

for the case SU(n) in [85]). From (9.16) we infer the general relation

h̃G =
|G|
rG

− 1 (9.33)

for simply-laced groups, and from (9.18) the central charge cG = rG thus comes

out appropriate to rG free bosons.

There is a generalization of this construction that works for any algebra

at any level, but no longer involves only free fields. We begin again with rG

free bosons, but now take Hi(z) = i
√
k ∂xi(z) to represent the Cartan currents

(with the factor of
√
k inserted to get the level correct). Now the exponential

: e±iα·x(z)/
√
k: has the correct operator product with the Cartan currents, but

no longer has dimension h = 1 in general. For the full current we write instead

J±α(z) = :e±iα·x(z)/
√
k: χα(z) , (9.34)

where χα is an operator of dimension h = 1 − α2/2k whose operator prod-

ucts[86] mirror those of the exponentials so as to give overall the correct op-

erator products (9.1). The χα’s are known as ‘parafermions’ and depend on

G and its level k. Since the affine algebra is constructed from rG free bosons

and the parafermions, the central charge of the parafermion system is given by

cG(k) − rG.

A final free example is take |G| free fermions to transform in the adjoint

representation of some group G. Then the currents (in a normalization of

structure constants with highest root ψ2 = 2)

Ja(z) =
i

2
fabcψb(z)ψc(z) (9.35)

give a realization of affine G at level k = h̃G. The central charge comes out

to be cG = h̃G|G|/(h̃G + h̃G) = 1
2 |G|. This case of dimG free Majorana

fermions in fact realizes[87][88][19] what is known as a super-affine G algebra

with an enveloping super Virasoro algebra. In general, a super-affine algebra

has, in addition to the structure (9.1) and (9.8), a spin-3/2 super stress tensor
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TF satisfying (5.16) and superfield affine generators Ja = J a + θJa, whose

components satisfy

TF (z)Ja(w) =
1/2

(z − w)2
J a(w) +

1/2

z − w
∂J a(w)

TF (z)J a(w) =
1/2

z − w
Ja(w)

Ja(z)J b(w) =
ifabc

z − w
J c(w)

J a(z)J b(w) =
kδab

z − w
.

In the free fermionic representation, these operator products are satisfied (at

affine level k = h̃G) by the super stress tensor TF = − 1

12
√
CA/2

fabcψaψbψc,

and superpartners J a = i
√
kψa of the affine currents (9.35).

A modular invariant super-affine theory on the torus can be constructed

by taking left and right fermions ψa and ψa and summing over the same spin

structure for all the fermions (GSO projecting on (−1)FL+FR = +1 states). At

c = 3/2, for example, three free fermions ψi taken to transform as the adjoint

of SU(2) (vector of SO(3)) can be used to represent an N = 1 superconformal

algebra with a super-affine SU(2) symmetry at level k = 2. The supersym-

metry generator is given by TF = − 1
12 εijkψ

iψjψk = − 1
2ψ

1ψ2ψ3, and similarly

for TF . (For an early discussion of supersymmetric systems realized by three

fermions, see [89].) The sum over fully coupled spin structures gives a theory

that manifests the full super-affine SU(2)2 symmetry. It has partition function

1

2

(
A3A3

A3A3

+ P3P3

A3A3

+ A3A3

P3P3

+ P3P3

P3P3

)

=
1

2

(∣∣∣∣
ϑ3

η

∣∣∣∣
3

+

∣∣∣∣
ϑ4

η

∣∣∣∣
3

+

∣∣∣∣
ϑ2

η

∣∣∣∣
3
)

= χ(0),2χ(0),2 + χ(1/2),2χ(1/2),2 + χ(1),2χ(1),2 ,

(9.36)

which we have also expressed in terms of the level 2 affine SU(2) characters

χ(j=0,1/2,1),k=2. From (9.25), we see that the associated primary fields have
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conformal weights h = j(j + 1)/(2 + 2) = 0, 3
16 ,

1
2 . The characters themselves

may be calculated just as the c = 1
2 characters of (7.16a), with the result

χ(0),2 =
1

2

(
A3

A3

+ P3

A3

)
=

1

2

((
ϑ3

η

)3/2

+

(
ϑ4

η

)3/2
)

χ(1),2 =
1

2

(
A3

A3

− P3

A3

)
=

1

2

((
ϑ3

η

)3/2

−
(
ϑ4

η

)3/2
)

χ(1/2),2 =
1√
2

(
A3

P3

± P3

P3

)
=

1√
2

(
ϑ2

η

)3/2

,

(9.37)

We also point out that we can bosonize two of the fermions of this construction,

say ψ1 and ψ2, so that J3 = i∂x. Then the remaining fermion can be regarded

as an SU(2) level 2 parafermion, providing the simplest non-trivial example of

the general parafermionic construction (9.34).

For the free fermion constructions (9.31) and (9.35) of affine currents, we

noted that the central charge came out equal to a contribution of c = 1
2 from

each real fermion. This was not necessarily guaranteed, since we were con-

sidering theories defined not by a free stress-energy tensor, T = 1
2

∑
i ψ

i∂ψi,

but rather by the stress-energy tensor T of (9.7), which is quadratic in the J ’s

and thus looks quadrilinear in the fermions. The conditions under which the

seemingly interacting stress tensor of (9.7) turns out to be equivalent to a free

fermion stress tensor were determined in [87]. If we take fermions in (9.31) to

transform as some representation (not necessarily irreducible) of G, then the

result is that the Sugawara stress tensor is equivalent to that for free fermions

if and only if there exists a group G′ ⊃ G such that G′/G is a symmetric space

whose tangent space generators transform under G in the same way as the

fermions. (This was shown in [87] by a careful evaluation of the normal order-

ing prescription in the definition (9.7), finding that it reduces to a free fermion

form if and only if a quadratic condition on the representation matrices ta of

(9.31) is satisfied. The condition turns out to be equivalent to the Bianchi iden-

tity for the Riemann tensor of G′/G when the ta’s are in the representation of

the tangent space generators.) The three free fermion examples considered ear-

lier here correspond to the symmetric spaces SN = SO(N + 1)/SO(N), where

151

the tangent space transforms as the N of SO(N); CPN = SU(N + 1)/U(N),

where the tangent space transforms as the N of U(N); and G × G/G, where

the tangent space transforms as the adjoint of G. Later we will encounter some

other interesting examples of symmetric spaces.

9.5. Coset construction

The question that naturally suggests itself at this point is whether the

enveloping Virasoro algebras associated to affine algebras are also related to

any of the other representations of the Virasoro algebra discussed here. In

particular we wish to focus on the c < 1 discrete series of unitary Virasoro

representations. First of all for SU(2) we see from (9.18) that

cSU(2) =
3k

k + 2
(9.38)

satisfies 1 ≤ cSU(2) ≤ 3 as k ranges from 1 to ∞, so there is no possibility to

get c < 1. From the expression (9.16), we can easily show furthermore for any

group that

rankG ≤ cG ≤ dimG ,

so c < 1 is never obtainable directly via the Sugawara stress-tensor (9.11) of

an affine algebra. (The lower bound in the above, cG = rankG, is saturated

identically by simply-laced groups G at level k = 1, i.e. identically the case

allowing the vertex operator construction of an affine algebra in terms of rG

free bosons.)

To increase in an interesting way the range of central charge accessible by

affine algebra constructions, we need somehow to break up the stress-tensor

(9.11) into pieces each with smaller central charge. This is easily implemented

by means of a subgroup H ⊂ G. We denote the G currents by JaG, and the

H currents by J iH , where i runs only over the adjoint representation of H , i.e.

from 1 to |H | ≡ dimH . We can now construct two stress-energy tensors (for

the remainder we shall take all structure constants to be normalized to ψ2 = 2)

TG(z) =
1/2

kG + h̃G

|G|∑

a=1

: JaG(z)JaG(z): , (9.39a)
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and also

TH(z) =
1/2

kH + h̃H

|H|∑

i=1

: J iH(z)J iH(z): . (9.39b)

Now from (9.8) we have that

TG(z)J iH(w) ∼ J iH(w)

(z − w)2
+
∂J iH(w)

z − w
,

but as well that

TH(z)J iH(w) ∼ J iH(w)

(z − w)2
+
∂J iH(w)

z − w
.

We see that the operator product of (TG−TH) with J iH is non-singular. Since TH

above is constructed entirely from H-currents J iH , it also follows that TG/H ≡
TG − TH has a non-singular operator product with all of TH . This means that

TG = (TG − TH) + TH ≡ TG/H + TH (9.40)

gives an orthogonal decomposition of the Virasoro algebra generated by TG into

two mutually commuting Virasoro subalgebras, [TG/H , TH ] = 0.

To compute the central charge of the Virasoro subalgebra generated by

TG/H , we note that the most singular part of the operator expansion of two

TG’s decomposes as

TGTG ∼
1
2cG

(z − w)4
∼ TG/HTG/H + THTH ∼

1
2 cG/H + 1

2cH
(z − w)4

.

The result is[19][90]

cG/H = cG − cH =
kG|G|
kG + h̃G

− kH |H |
kH + h̃H

,

and we see that a central charge less than the rank ofG may be obtained. (Early

examples of related algebraic structures may be found in [91].) Further insight

into G/H models is provided by their realization as Wess-Zumino-Witten mod-

els (9.21) with the H currents coupled to a gauge field[73][92]; their correlation

functions are moreover computable in terms of those of WZW models.
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If it turns out that cG/H = 0, then the argument of subsection 3.5 shows

that TG/H must act trivially on any highest weight representation. From (9.40)

there follows[3] the quantum equivalence TG = TH between two superficially

very different stress-energy tensors. Classifications of embeddings which gen-

erate cG/H = 0, known as ‘conformal embeddings’, are considered in [93]. A

particularly simple example is provided by a group divided by its Cartan sub-

group, G
/
U(1)rG . If G is simply-laced, then we saw from (9.33) that its affine

algebra realized at level 1 has cG = rG. This means that TG in this case is equiv-

alent to TU(1)rG , i.e. to the stress-energy tensor for rG free bosons, motivating

the vertex operator construction. For G not simply-laced or at level k ≥ 1,

TG/U(1)rG is the (non-trivial) stress-energy tensor of level-k G parafermions.

Now we turn to the specific case of coset spaces of the form G × G/G,

where the group G in the denominator is the diagonal subgroup. If we call the

generators of the two groups in the numerator Ja(1) and Ja(2), the generators of

the denominator are Ja = Ja(1) + Ja(2). The most singular part of their operator

product expansion is

Ja(z)Jb(w) ∼ Ja(1)(z)J
b
(1)(w) + Ja(2)(z)J

b
(2)(w) ∼ (k1 + k2)δ

ab

(z − w)2
+ . . . ,

so that the level of the G in the denominator is determined by the diagonal

embedding to be k = k1 + k2.

A simple example of this type is provided by

G/H = SU(2)k × SU(2)1
/
SU(2)k+1 ,

in which case

cG/H =
3k

k + 2
+ 1 − 3(k + 1)

(k + 1) + 2
= 1 − 6

(k + 2)(k + 3)
. (9.41)

We recognize these as precisely the values of the c < 1 discrete series (4.6a)

where m = k + 2 = 3, 4, 5, . . . . Using the known unitarity [94] of the rep-

resentations of affine SU(2), this construction allowed the authors of [19] to

deduce the existence of unitary representations for all the discrete values of c
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and h allowed for c < 1 by the analysis of the Kac determinant formula (4.5).

(Unitary coset constructions for which cG/H < 1 must of course always coincide

with some member of the unitary discrete series (4.6a).)

Another example is to take G/H = SU(2)k × SU(2)2
/
SU(2)k+2, giving

instead

cG/H =
3k

k + 2
+

3

2
− 3(k + 2)

(k + 2) + 2
=

3

2

(
1 − 8

(k + 2)(k + 4)

)
. (9.42)

These values of the central charge coincide with those of the N = 1 super-

conformal discrete series (5.19), with m = k + 2 = 3, 4, 5, . . .. Again this

shows[19] that unitary representations of the superconformal algebra (5.16)

indeed exist at all these values of c. More generally, the coset construction

G/H = SU(2)k × SU(2)`
/
SU(2)k+` gives other discrete series associated to

more extended chiral algebras[95]. Algebras of this form have been considered

for a bewildering variety of groups and levels. Their unitary representation

theory is discussed in [96].

To understand better the states that arise in the G/H theory, we need

to consider how the representations of G decompose under (9.40). We denote

the representation space of affine G at level kG by
∣∣cG, λG

〉
, where cG is the

central charge appropriate to kG, and λG is the highest weight of the vacuum

representation. (For a coset space of the form G×G/G, for example, we would

write kG → (k(1), k(2)), and λG → (λ(1), λ(2)), where 1,2 denote the two groups

in the numerator.) Under the orthogonal decomposition of the Virasoro algebra

TG = TG/H +TH , this space must decompose as some direct sum of irreducible

representations,

∣∣cG, λG
〉

= ⊕j
∣∣cG/H , hjG/H

〉
⊗
∣∣cH , λ

j
H

〉
, (9.43)

where
∣∣cG/H , hiG/H

〉
denotes an irreducible representation of TG/H with lowest

L0 eigenvalue hiG/H .

For the case G/H = SU(2)k × SU(2)1
/
SU(2)k+1 mentioned above, (9.43)

takes the explicit form[19]

(j)k × (ε)1 = ⊕q
(
h(c)
p,q

)
⊗
(1

2

[
q − 1

])

k+1
,
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where c is given by (9.41), p = 2j + 1 (1 ≤ p ≤ k + 1), and the sum is over

1 ≤ q ≤ k + 2 with p− q even (odd) for ε = 0 (1
2 ). We are thus able to obtain

via the coset construction all representations (4.6b) of the Virasoro algebra at

the values of c in (4.6a) (with m = k + 2). For the first non-trivial case k = 1,

for example, the coset construction SU(2)1 × SU(2)1
/
SU(2)2 has c = 1

2 . The

products of SU(2)1 representations decompose as

(0)1 × (0)1 = (h
(1/2)
1,1 ) (0)2 ⊕ (h

(1/2)
2,1 ) (1)2

(0)1 × (1
2 )1 = (h

(1/2)
1,2 ) (1

2 )2

(1
2 )1 × (1

2 )1 = (h
(1/2)
2,1 ) (0)2 ⊕ (h

(1/2)
1,1 ) (1)2 .

The three allowed Virasoro representations, with conformal weights h
(1/2)
p,q =

0, 1
16 ,

1
2 , all appear in the decompositions consistent with the affine SU(2) con-

formal weights h(0),k = 0, h(1/2),1 = 1
4 , h(1),2 = 1

2 , h(1/2),2 = 3
16 , and the integer

spacing of the levels.

As a final example, we consider G/H = SO(N)1×SO(N)1
/
SO(N)2, with

central charge

cG/H =
N

2
+
N

2
− 2 1

2N(N − 1)

2 + (N − 2)
= N − (N − 1) = 1 .

This case turns out to be related to specific points r =
√
N/2 on the c = 1

circle and orbifold lines discussed in section 8. The holomorphic weights that

enter into the circle line partition function (8.6) at this radius are

h(m,n) =
1

2

(
m

2(
√
N/2)

+ n

√
N

2

)2

=
1

8N
(2m+ nN)2 . (9.44)

To give a flavor for how to analyze these constructions more generally, we com-

pare some of the weights inferred from (9.43) with these h values.* For SO(N),

the representations allowed at level 1 are the adjoint, vector, and spinor(s).

The representations allowed at level 2 include all of these together with other

representations present in the decompositions of their direct products. We will

* I thank L. Dixon for his notes on the subject.
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concentrate here only on the rank r antisymmetric tensor representations, de-

noted [r], which appear in the product of two spinors. From (9.14) and (9.15),

we find Cv/ψ
2 = 1

2 (N − 1), Cs/ψ
2 = N(N − 1)/16, and C[r]/ψ

2 = 1
2r(N − r).

(9.24b) gives

hv,1 =
1

2

hv,2 =
N − 1

2N

hs,1 =
N

16

hs,2 =
N − 1

16

h[r],2 =
r(N − r)

2N
,

and of course h(0),k = 0. The values of hjG/H obtainable from (9.43) may be

determined by picking specific representations λG and λH at the appropriate

levels and taking the difference of their conformal weights. In the case under

consideration, λG is specified by two SO(N)1 representations, and λH by any

SO(N)2 representation allowed in their product. Using v× 1 = v, for example,

gives the coset conformal weight hv,1−hv,2 = 1/(2N) = h(±1, 0). From s×s ⊃
[r]+. . . , we calculate 2hs,1−h[r],2 = (2r−N)2/(8N) = h(r,−1), giving a variety

of the weights of (9.44). s× 1 = s, on the other hand, gives 2hs,1 − hs,2 = 1
16 ,

the dimension of the twist field in the S1/Z2 orbifold model. In fact, taking

appropriate modular invariant combinations of SO(N)1 × SO(N)1
/
SO(N)2

characters, we can realize either the circle or orbifold partition functions at

r =
√
N/2. These partition functions are thereby organized into characters of

the extended algebras that exist at these points.

9.6. Modular invariant combinations of characters

We now turn to discuss the decomposition of affine algebra representations

with respect to the coset space decomposition (9.40) of the stress-energy tensor.

To this end, we begin by introducing more formally the notion of a character

of a representation of an affine algebra, analogous to that considered earlier for

the Virasoro algebra. In the case of affine SU(2) for example, if we consider

the level k representation built on the spin-j vacuum state
∣∣(j)
〉
, then the trace

χk(j)(θ, τ) ≡ q
−cSU(2)/24

tr(j),k q
L0

e
iθJ3

0 (9.45)
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characterizes the number of states at any given level (as explained before (7.8)).

The group structure also allows us to probe additional information, namely the

J3
0 eigenvalues, by means of the parameter θ. In (9.27), we have given the

explicit forms for the k = 1 characters χk=1
(j=0,1/2)(0, τ) and in (9.37) for the

k = 2 characters χk=2
(j=0,1/2,1)(0, τ).

The generalization to arbitrary group G, at level k and vacuum represen-

tation with highest weight λ, is given by

χk(λ)(θ
i, τ) = q

−cG/24
tr(λ),k q

L0
e
iθiHi

0 . (9.46)

(9.46) should be recognized as the natural generalization of ordinary character

formulae except with the Cartan subalgebra, i.e. the maximal set of commuting

generators Hi
0, extended to include L0 as well. For cases realizable in terms of

free bosons or fermions, the characters take simple forms as in (9.27) and (9.37).

In other cases, they can be built up from bosonic and parafermionic characters

(see e.g. [86]). In general there exists a closed expression for these characters

(see e.g. [97][83]), known as the Weyl-Kac formula, which generalizes the Weyl

formula for the characters of ordinary Lie groups.

It follows immediately from the decomposition (9.43) that the character of

an affine G representation with highest weight λa satisfies

χkG

λa
G
(θi, τ) =

∑

j

χ
cG/H

hG/H(λa
G
,λj

H
)
(τ)χkH

λj
H

(θi, τ) ≡ χG/H · χHλH
(9.47)

(where the θi’s are understood restricted to the Cartan subalgebra of H). In

(9.47) the L0 eigenvalues hG/H characterizing the TG/H Virasoro representa-

tions depend implicitly on the highest weights λaG and λjH characterizing the

associated G and H affine representations. On the right hand side of (9.47)

we have introduced a matrix notation (see for example [98]) in which the G

and H characters, χkG

λa
G

and χkH

λj
H

, are considered vectors labelled by a and j

respectively, and χG/H is considered a matrix in a, j space.

Under modular transformations

γ : τ → aτ + b

cτ + d
,

158



the characters allowed at any given fixed level kG of an affine algebra transform

as a unitary representation

χkG(τ ′) = MkG(γ)χkG(τ), (9.48)

with (MkG)a
b a unitary matrix (see e.g. [97][83]). But from (9.47) we also have

χkG(τ ′) = χG/H(τ ′)MkH (γ)χkH (τ) .

Linear independence of the G and H characters then allows us to solve for the

modular transformation properties of the TG/H characters, as

χG/H(τ ′) = MkG(γ)χG/H(τ)MkH (γ)−1 . (9.49)

For example for SU(2) level k characters, the modular transformation ma-

trices for γ = S : τ → −1/τ are

S
(k)
jj′ =

(
2

k + 2

)1/2

sin
π(2j + 1)(2j′ + 1)

k + 2
, (9.50a)

with j, j′ = 0, . . . , k2 (and we use the notation S ≡ M(γ : τ → −1/τ)). In

particular for k = 1, this gives

S(1) =
1√
2

(
1 1
1 −1

)
. (9.50b)

Using these results, we can derive the modular transformation properties

of the characters χp,r(q) for the c < 1 discrete series. These characters were

derived in [99] by careful analysis of null states, but we will never need their

explicit form here. (The characters can also be derived as solutions of differential

equations induced by inserting null vectors, a method that generalizes as well

to higher genus[100].) The matrix S for the transformation χp,r
(
q(−1/τ)

)
=

∑
p′,r′ S

p′r′

pr χp′,r′(q) is determined by substituting (9.50a, b) in (9.49). The result

is

Sp
′r′

pr =

(
8

m(m+ 1)

)1/2

(−1)(p+r)(p
′+r′) sin

πpp′

m
sin

πrr′

m+ 1
, (9.51)

where m = k + 2 (see eq. (4.27) of Cardy’s lectures, also [43][54][101]).
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(9.49) allows us to use known modular invariant combinations of G and H

characters to construct modular invariant combinations of TG/H characters. For

example the fact that MkG is unitary (i.e. that χG†χG is modular invariant),

and similarly for MkH , implies that trχ†
G/HχG/H is modular invariant. More

generally given any two modular invariants for G and H characters at levels kG

and kH ,

χkG† IkG

G χkG = χkG

λ
† IkG

λλ′ χ
kG

λ′ and χkH † IkH

H χkH = χkH

λ
† IkH

λλ′ χ
kH

λ′ ,

we see that the combination

tr IkH

H
† χ†

G/H(τ) IkG

G χG/H(τ) (9.52)

is a modular invariant combination of G/H characters.

9.7. The A-D-E classification of SU(2) invariants

It follows from (9.41) and (9.52) that modular invariants for SU(2) at levels

1, k, and k+1 can be used to construct modular invariants for the (m = k+2)th

member of the c < 1 discrete series. Arguments of [102] also combine to show

that all such modular invariants can be so constructed. Thus the challenge of

constructing all possible modular invariant combinations of the characters of a

particular member of the c < 1 discrete series, originally posed in [43], is reduced

to the classification of modular invariant combinations of SU(2) characters for

arbitrary level k. For physical applications, we are specifically interested in

modular invariant combinations that take the form of partition functions all of

whose states have positive integer multiplicities.

The problem of finding all such affine SU(2) invariants was solved in [103]

and is discussed further in Zuber’s lectures. The result is that the SU(2) mod-

ular invariants are classified by the same ADE series that classifies the simply-

laced Lie algebras. The invariant associated to a given G = A,D,E occurs for

affine SU(2) at level k = h̃G−2. The invariant associated to A`−1 = SU(`), for

example, is just the diagonal SU(2) invariant at level k = ` − 2. The modular
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invariant combinations of c < 1 characters for the (m = k+2)th member of the

unitary discrete series are given by pairs

(G,G′) (9.53)

with Coxeter numbers m and m + 1. Using the coset construction (9.42),

modular invariant combinations of the characters of the N = 1 superconformal

discrete series (5.19) have been similarly classified[104].

Although it is not immediately obvious why there should be a relation

between affine SU(2) invariants and the ADE classification of simply-laced

Lie algebras, some insight is given by an argument of [105]. First we recall

that an embedding H ⊂ G induces a realization of affine H at some integer

multiple of the level of affine G. One way of seeing this is to recall that the

level satisfies k = 2k̃/ψ2, so the level of H will be related to the level of G by

the ratio of highest roots ψ2
G/ψ

2
H induced by the embedding. This integer is

known as the index of embedding. It can also be calculated by working in a fixed

normalization, and comparing the ` of (9.13) for a given representation ofG with

that for its decomposition into H representations. For example consider the

embedding G ⊂ SO(dG), dG = dimG, defined such that the vector of SO(dG)

decomposes to the adjoint representation of G. From (9.17), `(dG)/ψ
2 = 1

for the vector representation of SO(dG), whereas `A/ψ
2 = h̃G for the adjoint

representation of G. The index of the embedding is the ratio `A/`dG = h̃G, and

the embedding G ⊂ SO(dG) thus induces a level kh̃G representation of affine

G from a level k representation of affine SO(dG).

For any subgroup H ⊂ G of index 1, H ⊂ SO(dG) is also index h̃G. This

means that
∑

ri

`ri/ψ
2 =

1

ψ2

∑

ri,j

µ2
(j),ri

rH
= h̃G ,

where the sum is over the weights of all representations ri of H in the decompo-

sition of the vector of SO(dG). Now consider the coset space G/H , of dimension

dG/H = dimG−dimH . With the canonicalH-invariant metric and torsion-free

connection, this space has holonomy group H so there is a natural embedding
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H ⊂ SO(dG/H) in the tangent space group. The H representations in the de-

composition of the vector of SO(dG/H) are the same as for the vector of SO(dG),

except for the removal of one occurrence of the adjoint representation of H . It

is easy to calculate the index of the embedding H ⊂ SO(dG/H) in the case

that H is simply-laced, for which from (9.33) we have
∑

(adjH) µ
2/rH = h̃Hψ

2.

Removing a single adjoint representation of H from the equation above, we find

∑

ri

′
`ri/ψ

2 =
1

ψ2




∑

ri,j

µ2
(j),ri

rH
−
∑

j

µ2
(j),adj

rH



 = h̃G − h̃H , (9.54)

and the index of H ⊂ SO(dG/H) is h̃G − h̃H .

Now recall that every simply-laced algebra G has a distinguished SU(2)

subalgebra (9.20a), generated by its highest root ψ. (We sloppily use G to refer

both to the Lie group and to its algebra.) If we take H = SU(2) ×K, where

K is the maximal commuting subalgebra, then G/H is a symmetric space.

Consider a level 1 representation of affine SO(dG/H) given by free fermions in

the vector representation as in (9.31). This vector representation transforms

under H ⊂ SO(dG/H) exactly as do the tangent space generators of G/H under

H ⊂ G. This is the symmetric space condition[87] cited at the end of subsection

9.4, for which cH = cSO(dG/H), and for which the Virasoro algebras based on

the two affine algebras coincide. (There are actually two steps here: first TH is

equivalent to the stress-energy tensor for dG/H free fermions, second that the

latter is equivalent to TSO(dG/H)1 .)

As an example, we consider the case G = E8, for which H = SU(2) × E7

and dG/H = 248 − 3 − 133 = 112. From (9.32), the level 1 representation

of SO(112) has cSO(112),1 = 56. From (9.54), we find that the indices of the

embeddings of SU(2) and E7 in SO(112) are h̃E8 − h̃SU(2) = 30 − 2 = 28 and

h̃E8 − h̃E7 = 30 − 18 = 12. It follows from (9.18) that

cSU(2),28 + cE7,12 =
28 · 3
28 + 2

+
12 · 133

18 + 12
= 56 .

The diagonal modular invariant for SO(dG/H)1 characters thus decomposes

into a modular invariant combination of SU(2)̃
hG−h̃SU(2)

×K
h̃G−h̃K

characters.
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This combination always contains a piece proportional to the diagonal invariant

for the K
h̃G−h̃K

characters, whose coefficient is necessarily an SU(2) invariant

at level h̃G − h̃SU(2) = h̃G − 2. It turns out[105] that this induced invariant

is identically the one labeled by the simply-laced algebra G = A,D,E in the

classification of [103]. It thus becomes natural that there should be an SU(2)

invariant at level k = h̃G−2 associated to each of theG = A,D,E algebras: each

has a canonical SU(2) generated by its highest root and the above construction

associates to it a particular affine invariant at the required level. It is not

yet obvious from this point of view, however, why all the invariants should

be generated this way (unless the construction could somehow always be run

backwards to start from an invariant to reconstruct an appropriate symmetric

space). A similar construction has been investigated further in [73][106] to give

realizations of the c < 1 unitary series directly in terms of free fermions.

We mentioned before (9.53) that the A series corresponds to the diagonal

invariants. The first non-diagonal case is the D4 = SO(8) invariant that occurs

at SU(2) level h̃SO(8) − 2 = 4. It is given by

|χ(0),4 + χ(2),4|2 + 2|χ(1),4|2 , (9.55)

and involves only integer spin (SO(3)) representations. According to the dis-

cussion surrounding (9.53), there are thus two possible modular invariants for

the (m = 5)th member of the c < 1 discrete series: (A5, A4) and (D4, A4). From

(4.6a, b), m = 5 gives c = 4/5 and characters that we label χa, a = 0, 2/5, 1/40,

7/5, 21/40, 1/15, 3, 13/8, 2/3, 1/8. The (A5, A4) invariant is just the diagonal

sum
∑
a χaχa, and gives the critical partition function on the torus for the fifth

member of the RSOS series of [20] (described in subsection 4.4). From (9.52)

and (9.55), we calculate the (D4, A4) invariant

|χ0 + χ3|2 + |χ2/5 + χ7/5|2 + 2|χ1/15|2 + 2|χ2/3|2 , (9.56)

identified in [43] as the critical partition function for the 3-state Potts model

on the torus.

In general the RSOS models of [20] at criticality on the torus are described

by the diagonal invariants (Am, Am−1). The restriction on the heights in these
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models can be regarded as coded in the Dynkin diagram of Am, with the nodes

specifying the height values and linked nodes representing pairs of heights al-

lowed at nearest neighbor lattice points. Generalized versions[22] of these mod-

els, defined in terms of height variables that live on the Dynkin diagrams of any

of the ADE algebras, turn out to have critical points whose partition functions

realize the remaining invariants.

In the extended chiral algebra game, we encounter a variety of coincidences.

For example, one can easily check from (9.18) that the central charge c = 2(k−
1)/(k+ 2) for SU(2)k

/
U(1) coincides with that for SU(k)1 × SU(k)1

/
SU(k)2.

One can also check that (E8)1×(E8)1
/
(E8)2 and SO(n)1

/
SO(n−1)1 each have

cG/H = 1/2, giving alternative realizations of the critical Ising model. Another

coincidence that we omitted to mention is that the N = 2 superconformal

discrete series (9.38) and the SU(2) level k series (5.20) coincide (with m =

k+ 2). This is more or less explained by the construction of [107], in which the

N = 2 superconformal algebra is realized in terms of SU(2) level k parafermions

and a single free boson (at a radius different from what would be used to

construct level k SU(2) currents).

In the present context, we note that the partition function (9.56), which

looks off-diagonal in terms of Virasoro characters, is actually diagonal in terms

of a larger algebra, the spin-3 W algebra of [108]. This algebra can also be

realized as the coset algebra SU(3)1 × SU(3)1
/
SU(3)2 (from (9.18), we find

central charge c = 2 + 2 − 16/5 = 4/5), the diagonal combination of whose

characters turns out to coincide with (9.56). (By the comments of the pre-

ceding paragraph, there is also a relation to SU(2)3
/
U(1), i.e. to SU(2) level 3

parafermions.) The spin-3 W algebra is generated by the stress-energy tensor T

together with the operator φ4,1, with h4,1 = 3 (see fig. 7). These two operators

transform in a single representation of the chiral algebra, so that the identity

character with respect to this larger algebra is χ′
0 = χ0 + χ3. The fields with

h3,1 = 7/5 and h3,5 = 2/5 also transform as a single representation. This is a

special case of a general phenomenon[12][109] (see also [110]): modular invari-

ant partition functions of rational conformal field theories (mentioned briefly in

subsection (5.3)), when expressed in terms of characters χi of the largest chiral
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algebra present, are either diagonal,
∑
χiχi, or of the form

∑
χi Pij χj , where

P is a permutation of the chiral characters that preserves the fusion rules.

9.8. Modular transformations and fusion rules

We close our treatment of coset theories with a discussion of some other

information that can be extracted from the modular transformation properties

of the characters. To place the discussion in a more general context, we first

point out that the modular transformation matrix M(γ) of (9.48) generalizes to

other rational conformal field theories. Recall that for these theories there are by

definition a finite number of fields primary with respect to a possibly extended

chiral algebra. All coset models are examples of rational conformal field theories

(and, in fact, all rational conformal field theories known at this writing are

expressible either as coset models or orbifolds thereof). The characters χi(q)

are given by tracing over the Hilbert space states in the (extended) family of

primary field i, and are acted on unitarily by the matrix M(γ). For convenience

we continue to denote the matrixM(S), representing the action of S : τ → −1/τ

on the characters, by Si
j .

There is an extremely useful relation (conjectured in [28], proven in [30] (see

also [109]), and discussed further in Dijkgraaf’s seminar) between this matrix

and the fusion algebra (5.15). The statement is that S diagonalizes the fusion

rules, i.e. Nij
k =

∑
n Sj

n λ
(n)
i S†

n
k (where the λ

(n)
i ’s are the eigenvalues of the

matrix Ni). This relation can be used to solve for the (integer) Nij
k’s in terms

of the matrix S. If we use i = 0 to specify the character for the identity family,

then we have N0j
k = δkj . It follows that the eigenvalues satisfy λ

(n)
i = Si

n/S0
n,

so that

Nij
k =

∑

n

Sj
n Si

n S†
n
k

S0
n

. (9.57)

We stress that it is not at all obvious a priori that there should be a

relation such as (9.57) between the fusion rules and the modular transformation

properties of the characters of the algebra. Applied to (9.50a), for example, we

derive the fusion rules for affine SU(2),

φj1
× φj2

=

min(j1+j2, k−(j1+j2) )∑

j3=|j1−j2|
φj3

,
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in agreement with the result derived alternatively by considering the differential

equations induced by null states as in [83].

We sketched a similar differential equation method before stating the fusion

rules (5.14) for the c < 1 theories. We are now in a position to see how the

fusion rules for these theories can instead be inferred directly from the coset

construction: the result (5.14) is easily derived directly from (9.51) by using

(9.57). Since the matrix S is effectively factorized into the product of S matrices

for SU(2) at levels k = m − 2 and k + 1 = m − 1, we see that the fusion

rules similarly factorize. This derivation thus explains our earlier observations

concerning the resemblance of (5.14) to two sets of SU(2) branching rules.

10. Advanced applications

Lecture 10, in which further extensions and likely directions for future

progress would have been discussed, was cancelled due to weather.
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